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Abstract  

This paper provides empirical evidence showing that industries with intense strategic 

complementarities exhibit stronger sensitivity to economic shocks. The Portuguese credit crunch of 2009 

represents a negative shock for nonfinancial firms, which has created negative spillover effects among 

firms. Corporate investment declines significantly in industries with strong strategic complementarities 

following the onset of the crisis, controlling for firm fixed effects, time varying measures of financial 

constraints and investment opportunities. Consistent with a causal effect, the decline is greatest for firms 

in industries with strong strategic complementarities. To address sample selection concerns we consider 

several sample splits and apply a matching approach to find the best counterfactual, and confirm similar 

results.  
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1. Introduction 

Consider a group of interrelated firms which benefit from external scale economies among them. Do spillover 

effects among firms amplify economic shocks? Will firms reduce their output when their neighbors suffer negative 

shocks? Which firms suffer the most from spillover effects after an adverse shock? What happens when a bank cuts 

credit access to one of the firms in the group? Will it have negative externalities on neighboring firms? To address 

these questions we consider a simple model where we compare spillover effects among industries before and after a 

credit shock.  

Our analysis is based on the premise that firms in some industries benefit from the production of other firms in the 

same industry. This interdependence can be generated by multiple channels since a firm’s success depends on:  

 The firms which use its outputs, and on the firms which supply its inputs (see, for example, Cooper and 

John 1988).  

 Industry-specific knowledge and information spillovers which take place in the industry (as in Carvalho 

and Voigtländer 2014).  

 Access to a large pool of skilled labor, which favors firm-worker matching.  

 Its financial links, as bankruptcy from industry peers may have negative spillover effects.  

As a result of these interdependencies, the firm’s productivity and its profitability depend on its industry peers. It 

follows that the returns firms will make on borrowed capital will increase if other firms are able to obtain financing 

(either from markets or banks). When the aggregate production of the industry depends on bank financing, then a 

credit crunch will penalize the productivity of each individual firm even if that individual firm does not see its credit 

being rationed. A credit crunch will thus reduce the set of profitable investment opportunities for each firm.  

We use the credit crunch of 2009 in the Portuguese economy to identify the impact of a credit shock. The 

Portuguese economy has institutional features which make it a convenient empirical setting for the questions we 

address. First, there are homogenous legal and institutional conditions throughout the country, which ease the 

comparison among the different industries. Second, most firms are small and medium enterprises (SMEs) which 

depend on bank lending and are unable to smooth the effects of a credit crunch by borrowing from alternative 

sources of financing. Third, agglomeration economies – which we take as a measure of the interdependencies 

among firms – are well documented for the Portuguese economy. Figure 1 depicts the evolution of bank lending in 

Portugal from January 2005 until the end of 2013. There was a sharp slowdown in the growth of bank credit after 

mid-2008, with the annual growth rate becoming negative in 2009 and remaining negative afterwards. The 

deleveraging of the Portuguese economy is related with the growing needs for bank capital and the liquidity problems 

faced by Portuguese banks after the global crisis in 2008.  

In this paper we measure how banks’reluctance to extend loans to firms has compromised firms’ investment. The 

hypotheses we take to the data are based on models with strategic complementarities among firms, such as 

Angeletos and Pavan 2004 and 2007, Bebchuk and Goldstein 2011, Jorge and Rocha 2016 (production spillovers 

and external scale economies create strategic complementarities among firms; see details below). In theory, negative 

shocks hinder firms which benefit from external scale economies, as reduced production by one firm hampers the 

productivity of the others. More specifically, theory suggests that the effects of a credit crunch on output and 

investment will be stronger in those industries which display intense external scale economies. A shock will have 

minor impact on those operating firms which do not benefit from strategic complementarities.  
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Figure 1: Evolution of bank lending in Portugal in the period 2005-13 to non-financial corporations. This figure plots annual 
growth rates of aggregate bank loans. Source: Banco de Portugal. 

To investigate these ideas, we employ a difference-in-differences approach in which we compare firms’ 

investment before and after the onset of the crisis as a function of how much they benefit from spillover effects (that 

is, if they belong to an industry which displays external scale economies), controlling for observable measures of 

external finance constraints and investment opportunities as well as firm fixed effects.  

We are mostly interested in studying the role of strategic complementarities on worsening the impact of the credit 

crunch on investment. There are two key distinctions to be made. The first distinction is between exogenous and 

endogenous variation in investment opportunities. Exogenous variation pertains to economic shocks, whereas 

endogenous variation derives from the propagation mechanism through which spillovers amplify those shocks. If an 

exogenous credit shock reduces the investment capacity of some firms, then the profitability of the entire sector is 

endogenously affected (i.e. there is an endogenous change in investment opportunities).  

Our analysis is designed to address concerns about exogenous changes in investment opportunities and 

therefore credit demand. For this purpose, we take a conservative approach and control for observable measures of 

investment opportunities (such as cash fiow, sales, and whether the firm exports or not) as well as external finance 

constraints (such as firm’s debt). If these measures also represented endogenous variation in investment 

opportunities, then our empirical approach would reduce the significance of our results.  

The second key distinction is between exogenous and endogenous credit crunches. On the one hand, Jorge and 

Rocha (2016) show that banks mitigate coordination problems among decentralized investors by monitoring firms. A 

negative exogenous shock to the supply of bank credit reduces the capacity of banks to monitor firms, thus 

depressing firms’investment and productivity. On the other hand, Bebchuk and Goldstein (2011) show that the 

decision of a bank to extend a loan to a given firm depends on the bank’s assessment of the firm’s exogenous 

productivity parameter and on its expectation of whether other banks will lend money to other firms in the same 

sector. This mechanism creates the potential for endogenous credit crunches with inevitable consequences on 

productivity.  
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Our baseline specification is designed to address the exogenous variation in bank credit as in Jorge and Rocha 

(2016). We also account for the possibility of endogenous credit crunches by controlling for the supply of bank credit 

in the industry, but find no significant evidence of the channel described by Bebchuk and Goldstein (2011).  

We are also concerned about heterogenous exogenous shocks in the supply of credit across industries, as banks 

might have cut credit more to some industries than to others– and have thus generated different effects across 

industries but which were not related with spillover effects. To this purpose, we use alternative measures of the bank 

credit shock (such as the total debt of the industry).  

Additionally, we use several sample splits, in which we select a sample of firms which established relationships 

exclusively with banks which did not show reluctance to extend loans throughout the period 2006-2012, and a sample 

of exporting firms which were not affected by shocks to internal demand. Finally, we apply a matching approach to 

find the best counterfactual in the difference-in-differences approach.  

We find that operating firms which benefit from strategic complementarities were the most severely hit by the 

2009 credit crunch. We measure the impact on annual investment as a ratio of assets for Portuguese manufacturing 

firms, and we compare the impact on industries with strategic complementarities to the impact on industries without 

complementarities. Consistent with the hypothesis that credit shocks are amplified in industries with strategic 

complementarities, we find that firms in industries with strategic complementarities reduce their investment by more 

than firms in other industries. Our final estimate suggests that firms with strategic complementarities reduce (on 

average) their annual investment (as a fraction of assets) by 3.26 percentage points more than firms without strategic 

complementarities following the onset of the 2009 credit crunch.  

Review of the literature Our article is related to several separate bodies of liter-ature. The importance of 

financial constraints for investment decisions is a classic in finance, with extensions to macroeconomic theory (as, for 

example, Hoshi, Kashyap, and Scharfstein 1991, Kaplan and Zingales 1997, Bernanke, Gertler and Gilchrist 1999, 

Dell’Ariccia, Detragiache and Rajan 2008). More specifically, Kashyap and Stein (1994, 2000) and Khwaja and Mian 

(2008) highlight the role of the bank lending channel. Our paper contributes to this literature by emphasizing the role 

of strategic complementarities among firms.  

The 2007-2009 global financial crisis has been used as an experimental field to study the effects of banks’ 

distress on credit supply (as, for example, Tong and Wei 2011, Ivashina and Scharfstein 2010, Campello, Graham 

and Harvey 2010). Within this literature, the paper relates to Lemmon and Roberts (2010), Duchin, Ozbas and 

Sensoy (2010) and Almeida, Campello, Laranjeira and Weisbenner (2011), who document a reduction in corporate 

investment as a consequence of supply shocks to external financing. Our results provide evidence that the 2009 

credit shock in Portugal had real effects on firms’investment.  

A number of papers in the financial literature have used bankruptcy as an instrument to identify channels for 

spillover effects among firms. Lang and Stulz (1992) and Ferris, Jayaraman and Makhija (1997) document spillover 

effects of bankruptcy filings on investors of industry peers. Hertzel, Li, Offi cer and Rodgers (2008) examine 

bankruptcy contagion effects along the supply chain of filing firms, while Boone and Ivanov (2012) define proximate 

non-filing firms as strategic alliance partners. Jorion and Zhang (2007) and Hertzel and Offi cer (2012) document 

bankruptcy contagion effects on industry capital providers. Addoum, Kumar, Le and Niessen-Ruenzi (2015) 

document that firms that are located geographically near the bankrupt firm reduce their investment expenditures. 

They investigate channels for contagion related with executives’career concerns, and document that local firms 

experience worse credit conditions if a local firm files for bankruptcy. Benmelech and Bergman (2009, 2011) use data 

on U.S. airlines to identify the collateral channel in which a firm’s bankruptcy is likely to increase the supply of and 
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reduce the demand for assets used as collateral. The downward pressure on the value of these assets reduces the 

collateral value of other industry participants, thus raising their financing costs.  

The finance literature has focused exclusively on spillover effects from bankruptcy events, but our priors are 

rooted in a broader theoretical background which identifies additional sources of external scale economies. See 

Jorge and Rocha (2016) for a list of contributions on this strand of the literature, and Surico (2003) for a survey on the 

relationship between external scale economies and geographic agglomeration. A number of papers have explored 

the aggregate effects of strategic complementarities, and in particular we base our empirical analysis on two 

theoretical contributions.  

In a model with strategic complementarities and bank lending, Bebchuk and Gold-stein (2011) show that firms are 

vulnerable to credit market freezes. Banks avoid lending to firms out of self-fulfilling fear that other banks would 

withhold loans to firms, thus causing their default. In a model with production externalities where the production of 

one firm increases the productivity of the others, Jorge and Rocha (2016) suggest that bank lending is more 

important when strategic complementarities are most prevalent, so that a credit contraction should have different 

impact across industries and geographical areas. The current paper documents how spillover effects from a credit 

supply shock spread through industries with and without strategic complementarities.  

The remainder of the paper is organized as follows: We provide details on the role of strategic complementarities 

in firms’investment in Section 2. Section 3 examines the shock in bank credit in Portugal in 2009. Section 4 states our 

hypotheses and presents the empirical strategy. Section 5 presents data and research methods. In Sections 6 and 7 

we present and discuss our results in detail. Section 8 compares the propagation mechanism of loan-demand and 

loan-supply shocks. Some conclusions are offered in the final section.  

2. The role of strategic complementarities in firm’s investment  

We are interested on a particular type of spillover effects. First, we are interested in an environment in which 

operating firms are interdependent, with their success depending on the success of other operating firms– to put it 

more formally, we are interested in those spillover effects which are the source of strategic complementarities among 

firms.  

More specifically, we are interested in production externalities where the production of one firm increases the 

productivity of the others. Second, we are interested in localization externalities which arise as a result of knowledge 

spillovers, labor market pooling, and input sharing (the three sources of external scale economies identified by 

Marshall 1890). Third, we focus exclusively on intra-industry effects, that is spillover effects among firms will raise the 

productivity of neighboring firms belonging to the same industry. The Venn diagram in Figure 2 clarifies the subset of 

spillover effects analyzed in this paper.  
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Figure 2: Venn diagram illustrating the different types of spillover effects. This paper focusses on intra-industry 
localization externalities.  

The benefits of external scale economies depend on the level of output of the industry, thus implying that a 

reduction in the output of the industry will have a negative impact on firms’productivity. Since productivity is a key 

determinant of investment opportunities, it follows that a negative shock in industry output is likely to reduce firm’s 

investment since capital will be less productive. Operating companies will face more diffi culties in an environment in 

which other operating firms reduce their output.  

We classify firms into two groups: in the group with strategic complementarities we include those firms which 

belong to industries which benefit from intra-industry localization externalities, and in the group without strategic 

complementarities we include those firms which belong to industries which do not benefit from intra-industry 

localization externalities.  

We compare the impact of bank lending on investment across firms in the two groups. Two operating firms with 

identical economic and financial conditions should react differently to the same credit contraction in terms of their 

investment decisions, depending on their levels of strategic complementarities. We expect the firm with intense 

complementarities to have the largest reaction, controlling for its intrinsic conditions.  

Figure 3 shows the evolution of fixed capital between 2006 and 2012 among two representative groups of 

Portuguese manufacturing firms: one group includes industries which display intense complementarities, and the 

other group includes firms which display minor strategic complementarities. Using 2008 as the reference year, the 

figure shows that the evolution of fixed capital is similar among both groups until 2008. After 2009, though, capital 

falls sharply for those operating firms which benefit from external scale economies, whereas it remains relatively 

stable for the other group of firms. The evolution of fixed capital suggests that operating firms which benefit from 

strategic complementarities were the most severely hit by the 2009 credit crunch.  

2.1   Identifying firms with strategic complementarities  

External scale economies, internal to the industry but external to the firm, are a source of increasing returns for 

individual firms and create strategic complementarities.  

Agglomeration is widely recognized as a source and result of external scale economies. The literature has 

developed a number of location coeffi cients which quantify those external scale economies that result from the 

spatial concentration of firms of a particular industry in a given region and that are internalized by firms of that 

particular industry  
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Figure 3: Effect of the 2009 credit shock on firms’fixed capital. The figure plots the evolution of the average ratio of fixed 
capital over assets among firms which belong to industries with strategic complementarities (solid line) and firms which 

belong to industries without strategic complementarities (dotted line). The reference year is 2008, in which the ratio of 

fixed capital over assets takes the value 100. Fixed capital is the sum of tangible fixed assets plus depreciations.  

(see, for example, Ellison and Glaeser 1997, Guimarães, Figueiredo, and Woodward 2007). Examples of industries 

with high geographic concentration are high-tech industries in Silicon Valley, the auto industry in Detroit, the 

entertainment industry inHollywood, or investment banking in London.  

We use the DM index proposed by Guimarães et al. (2007) to evaluate the amount of spatial concentration of an  

industry which can be related to that industry.s speci.c spillovers. The basic principle of this index is to measure the 

discrepancy between the regional distribution of the number of .rms in a particular industry against the regional 

distribution of the overall employment (details on the construction of the DM index are available in the Appendix). The 

DM index controls for: 

Randomness in location decisions, which naturally generates some clustering. 

Industry concentration, which also creates geographical concentration. The high geographical concentration in 

industries such as petroleum re.ning or cement and related products is almost entirely explained by industrial 

concentration (and thus by internal returns to scale) rather than by external scale economies associated with 

firms.clustering. 

Market factors, such as wages, land costs, market accessibility or transportation costs, which may generate 

geographical concentration but are not directly related with external economies. 

Urbanization economies. Controlling for this factor is a rather conservative approach, which is likely to reduce the 

signi.cance of our results. Knowledge-intensive industries thrive on the clustering of workers who share ideas and 

expertise and is also the source of external scale economies. 

Guimarães et al. (2007) compute the DM index for the Portuguese economy using Quadros do Pessoal, a unique 

linked employer-employee dataset collected by the Portuguese Ministry of Employment obtained through a yearly 

survey for all existing companies operating in Portugal. A key feature of Quadros do Pessoal is that it contains plant-

level data, whereas many datasets contain firm-level data. Firm-level data is insufficient to study location decisions, 

as data on plants is often registered where the company.s headquarters is located (and not where the plant is 

actually located). 
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Since external scale economies are one source of strategic complementarities, we classify operating . firms as ". 

firms bene.ting from strategic complementarities" if they belong to those industries which display external scale 

economies. More speci.cally, we use the DM index as a proxy for strategic complementarities, since .rms belonging 

to industries with high localization indices are likely to bene.t from external scale economies. Hence, we focus on 

spillover e¤ects among firms which raise the productivity of neighboring .rms belonging to the same industry. 

We distinguish between . firms in industries with strategic complementarities and .rms in industries without 

strategic complementarities. To operationalize this distinction, we divide . firms into two groups according to the DM 

index of their industry. The .rst group includes . firms from industries with high DM indices (the proxy for strong 

strategic complementarities), whereas the second group includes . firms in industries with low DM indices (and which 

do not bene.t from strategic complementarities). See details below. 

3. The shock in bank credit  

Portuguese banks reduced their lending after 2008, as a result of liquidity shocks, stricter requirements on 

regulatory capital, and tensions in sovereign debt markets. 

First, Portuguese banks started su¤ering liquidity problems after the demise of Lehman Brothers in September 

2008. Second, concerns about the financial crisis led to more demanding regulation on capital requirements for 

Portuguese banks (see Banco de Portugal, 2008) with the Tier 1 capital ratio increasing from 6:9% in December 

2008 to 7:9% in December 2009. Third, as tensions in the Greek sovereign debt market threatened to contaminate 

the Portuguese market during 2009, Portuguese banks reallocated their credit from the private to the public sector. 

Indeed, Portuguese banks increased their holdings of domestic public debt from 3; 5 billion to 9; 2 billion euros during 

2009. 

Several hypothesis may justify the reallocation of bank credit. According to the "moral suasion" hypothesis 

proposed by Uhlig (2013), it is likely that banks support the issuance of domestic public debt in times of stress. 

Higher yields (allowing for "carry trade") and favorable treatment in terms of regulatory bank capital, also provided 

incentives for holding sovereign debt from distressed countries. Broner, Erce, Martin and Ventura (2014) point out 

that sovereign debt o¤ers more attractive expected returns to domestic creditors than to foreign ones, thus justifying 

the increased exposure of domestic banks to domestic public debt. Finally, Grilo, Jorge and Rocha (2017) show that 

it is in the best interest of national banks to buy domestic public debt, so as to prevent the default of their government 

for fear of the destabilizing e¤ects of sovereign default on their local operations. It is thus likely that Portuguese banks 

reacted to sovereign distress by reducing their supply of private credit. Altavilla, Pagano and Simonelli (2016) use a 

sample of European banks from June 2007 to February 2015 to analyze bank behavior in stressed countries, and 

document a sharper reduction in loans among those banks more exposed to their sovereign. De Marco (2014) and 

Popov and van Horen (2014) use data from the European Banking Authority stress tests, and document that the euro 

area banks with larger sovereign exposures granted less credit than the less exposed banks. 
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Figure 4 shows a sharp increase in access to European Central Bank (ECB) funding by Portuguese banks only in 

2010, thus suggesting that the ECB did not o¤set the initial liquidity shock suffered by the Portuguese banking 

system in 2009 (Iyer, Peydró, Lopes and Schoar 2014, and Alves, Bon.m and Soares 2016). Taken together, these 

events suggest that the Portuguese .firms su¤ered a credit shock in 2009. 

 

Figure 4: Eurosystem funding by Portuguese banks. This figure plots the access to ECB funding by Portuguese banks in 
the period 2005-13 in million euros. Source: Banco de Portugal.  

Evidence of tighter lending in 2009 abounds, and we compare firms’ investment before and after this year (for an 

overview of the 2009 credit crunch see Antunes and Martinho 2012). This exercise is appropriate since banks are the 

main source of financing for Portuguese small and medium size firms. Although banks displayed considerable 

reluctance to extend loans to firms and compromised their ability to invest, most of our results would hold if the fall in 

bank credit were driven by a demand shock.  

Figure 5 shows the effect of the 2009 credit shock on firms’investment decisions. We run separate panel 

regressions for firms belonging to the group with strategic complementarities and for the firms in the group without 

strategic complementarities. We regress investment on a set of year dummies, controlling for firm fixed effects. Firms 

in the group with strategic complementarities suffer a steep reduction on their investment after 2008, confirming the 

strong impact of the 2009 shock, whereas firms without strategic complementarities do not experience a significant 

reduction in investment up to 2011. Our empirical strategy consists of measuring the differential reduction in 

investment for both groups.  

4. The empirical strategy  

We study the role of strategic complementarities in amplifying the impact of economic shocks. For this purpose, 

we evaluate if a shock has a different impact on the two groups of firms considered. Formally, we test the hypothesis 

that the group with strong complementarities is more sensitive to the shock. More specifically, we use the 2009 credit 

crunch to compare the impact of spillover effects on firms’investment decisions.  
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To analyze the impact of the spillover effects after the shock, we employ a differencein-differences approach in 

which we compare firms’investment before and after the onset of the credit crunch for each of the two groups of firms 

(with one group including firms which benefit from strategic complementarities, and the other group including firms  

  

 

Figure 5: Effect of the 2009 credit shock on firms’investment. We run separate panel regressions for firms with strategic 
complementarities (solid line) and without strategic complementarities (dotted line) of the ratio of investment over assets 

on the set of year dummies, controlling for firm fixed effects. The figure plots the coeffi cients obtained for the year 
dummies (2008 is the omitted year).  

which do not), controlling for observable measures of external finance constraints and exogenous investment 

opportunities as well as firm fixed effects.  

Our baseline specification regresses firm-level annual investment over 2006-2012 on a dummy variable for 

whether the year in question is after the shock, on a dummy variable for whether the firms belongs to the group with 

strategic complementarities, and on the interaction of the two dummy variables. The coeffi cient on the interaction 

term measures the differential impact of the credit shock on the two groups of firms.  

The control variables used are total debt to account for external finance constraints, and cash fiow, sales and 

exporter activity to account for exogenous investment opportunities and demand shocks.
1
  

We conduct several additional robustness tests to address concerns that our results may be due to confounding 

effects. These include an alternative of identifying the credit contraction shock, dealing with sample selection 

problems, and applying a matching approach to find the best counterfactual in the difference-in-differences approach.  

 

 

 

 

 

 

 

                                                             
1
 Total debt is correlated with loan supply, and it is likely to be correlated with loan demand too. If this is the case, adding total debt to the 

regression will take explanatory power away from the interaction term. We will thus obtain a conservative estimate for the coeffi cient which 
measures the differential impact of the credit shock on the two groups of firms. Since it is diffi cult to obtain an instrument for loan supply, later 
we make a sample split with banks which did not restrict their lending.  
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5. Data and research methods  

We collect data from Sabi for Portuguese firms for the period between 2006 and 2012, thus covering both crisis  

and pre-crisis years.
2
 Sabi includes information about endof-year balance sheets, income statements, and banking 

relationships, and includes (almost) all Portuguese firms. Our unit of observation is the firm-year pair.  

We collect data on active firms with available accounting information, and restrict the selection to manufacturing 

industries. We sort firms into two groups, as we distinguish a group of firms in industries with large DM indices from a 

group of firms with low indices. We only use those industries with extreme values of the DM index, so as to make a 

clear distinction between the group with strategic complementarities and the group without strategic 

complementarities. Following the classification proposed by Guimarães, Figueiredo and Woodward (2007), we 

consider the top 19 industries with the highest DM indices, as well as the 16 industries at the lower end of the 

ranking. Industries with strategic complementarities are those with DM index above 0.026, and industries without 

strategic complementarities are those for which DM index is zero or not significantly different from zero at 95% 

confidence. Guimarães et al. (2007) calculate the DM index for each of the 103 manufacturing industries in the 3-digit 

classification of the Portuguese Standard Classification System (CAE); see the appendix for the complete list of 

industries at the top and lower ends of the ranking.  

Departing from the list of industries presented by Guimarães et al. (2007), we exclude five industries because it is 

likely that their location depends on natural resources and not on spillover effects caused by strategic 

complementarities. These industries are petroleum refining, shipbuilding and repairing, sea products processing, 

tobacco, and recycling of non-metallic products. For example, agglomeration in shipbuilding and repairing naturally 

arises near seaports.  

Finally, we restrict our sample to small and medium size firms (less than 250 employees) and we exclude micro 

firms with less than 10 employees (to guarantee reliable data). Using these filters, we collect data for 984 firms in the 

group with large DM indices and 240 firms in the group with low DM indices. The panel is not balanced, as only 730 

firms have data for the seven years. See the appendix for details.  

Following much of the investment literature (as, for example, Duchin et al. 2010, Ivashina and Scharfstein 2010, 

Almeida et al. 2014) we measure investment as capital expenditures divided by total assets. Capital expenditures in 

year t are calculated as the difference between "fixed tangible assets plus depreciations" in year t and the amount of 

"fixed tangible assets" in year t − 1.  

Table 1 reports summary statistics for firm-year units from 2006 until 2012. Panel A of Table 1 includes 

information on all observations in our sample, of which 6154 observations are on firms with strategic 

complementarities and 1490 observations are on firms without strategic complementarities. Panel A provides mean, 

standard deviation, minimum and maximum for several variables. Panel B of Table 1 distinguishes between both 

groups of firms, and provides means, and difference-in-means tests for both groups.  

                                                             

2 The Sabi database is a subset of the Amadeus database which holds information on European firms, and similar is to Compustat for 

American firms.  
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The average values for variables like the ratio of fixed capital, total debt, and cashfiow over assets show that the 

differences between the two groups are economically small, and the difference in investment between the two groups 

is not economically or statistically significant. There is a substantial difference in sales and assets, thus implying that 

the group of firms without strategic complementarities includes larger firms and suggesting that firms in this group 

benefit from internal scale economies. These firms also have more debt, which could potentially make them more 

sensitive to a credit crunch and bias the results against our hypotheses.  

We have confirmed that the share of each group in the overall sample is stable during the 2006-2012 period, so 

that the proportion of firms which benefit from strategic complementarities is not significantly affected by the credit 

shock.  

6. Results  

6.1  Preliminary results  

Table 2 presents results for the two groups of firms (with and without strategic complementarities) in which we 

compare investment before the onset of the crisis to investment after. In the comparison, we average each firm’s time 

series into two sample means– one for the period 2006-2008, which we label as "before the crisis", and one for the 

period 2009-2012, which we label as "after the crisis". Subsequently, we average the firms’ sample means for each 

combination group-period. The table reports whether the differences in average investment between groups for each 

period are statistically significant.  

The table shows that investment decreases by one-half for the group of firms with strategic complementarities. 

Although the reduction in investment for firms without strategic complementarities is statistically significant, it is 

substantially smaller from the economic point of view. Overall, results are consistent with our main hypothesis that 

tight credit conditions hurt more firms with strategic complementarities. In the analysis which follows, we investigate 

these patterns with more detail.  

6.2  Baseline regressions  

To quantify the impact of strategic complementarities on investment for both groups of firms after the credit shock, 

the analysis relies on the following difference-in-differences specification.  

 

 where INVit measures the investment of firm i in period t, CCt stands for "credit contraction" and takes a value of 1 

in the period "after" the shock (the period from 2009 through 2012) and 0 in the period "before" the shock (the period 

from 2006 through 2008), SCi is a dummy variable which takes unit value for those firms which belong to the group 

with large DM indices and zero otherwise, the interaction term CCt.SCi takes the value of 1 in the period of the credit 

contraction if the firm has strategic complementarities and zero otherwise, Wit is a vector of firm control variables 

(cash fiow, net sales variation, total debt, and a dummy variable which takes a value of 1 if firm i is exporter), ηt is a 

set of year dummies and ηi represents firm fixed effects.  

The key coefficient of interest is β3– the coeffi cient on the interaction term– which measures the impact of the 

credit shock on the investment of firms with strong strategic complementarities.  
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The validity of the difference-in-differences approach relies on satisfying the parallel trend assumption. When 

applied to equation (1), this assumption requires that the dependent variable would have followed the same trend for 

both groups (with and without strategic complementarities) in the absence of the credit shock.  

Figure 6 plots the time series for investment for both groups of firms, with both series indexed to 100 in 2008. The 

figure shows a clear message: the trends in both groups are nearly identical until 2008, whereas in 2009 there is a 

clear break. After the onset of the crisis, the time series for investment by firms with large DM indices continues its 

downward trajectory, whereas investment for the group of firms with low DM indices grows in 2009 and later returns 

to the 2008 level. Such evolution in investment for both groups suggests that the parallel trend assumption applies.  

 

Figure 6: The parallel trend assumption. The figure plots the evolution of the average ratio of investment over assets for 
firms with strategic complementarities (solid line) and firms without strategic complementarities (dotted line). The 

reference year is 2008, in which the ratio of investment over assets takes the value 100.  

 

6.2.1 Baseline results  

Table 3 presents the estimates of regression equation (1). Firm fixed effects subsume the dummy SCi for the 

groups of firms (since groups are fixed over time as firms do not change groups) and control for time-invariant 

heterogeneity across firms. Standard errors are clustered at the firm level to correct for within-firm residual 

correlation.  

Columns (1) and (2) do not include controls or the dummy variable for strate-gic complementarities, but include 

fixed effects and a dummy variable for the credit contraction. Column (1) presents the basic patterns of investment. 

We find that, on average, annual investment as a fraction of assets fell by 3.71 percentage points following the onset 

of the credit shock, a decline of 74% relative to the unconditional mean of 5 percent. The magnitude of the decline is 

substantially bigger than that suggested by aggregate statistics, thus suggesting that our sample does not represent 

the whole Portuguese economy. Banco de Portugal reports a fall of 17% in the average value of annual gross fixed 

capital formation in the period 2009-2012 relative to the overall average in the 2006-2012 period. 
3
 

                                                             
3
 In our sample, average investment falls 33% in the period 2009-2012 relative to the overall average in the 2006-2012 period.  

 



 
 
 

13 
 

Column (2) includes the interaction term. Following the onset of the credit shock, annual investment (as a fraction 

of assets) declined by 2.09 percentage points more for firms with strategic complementarities. The coeffi cient on the 

interaction term shows that the decline in investment is economically large and statistically significant for firms with 

strategic complementaries, thus establishing a role for spillover effects in the aftermath of the credit shock.  

The remaining columns include the control variables. Column (3) considers random effects and column (4) 

includes firm fixed effects. The coeffi cient on the dummy for strategic complementarities in column (3) suggests that 

firms with strategic complementarities invest around 1 percentage point more than firms without strategic 

complementarities. Yet, the Hausman test unambiguously rejects the existence of random effects. Column (4) 

considers the existence of fixed effects, and shows that the differential effect between firms with and without strategic 

complementarities increases to about 2.12 percentage points, and the effect remains highly statistically significant.  

As suggested by Bebchuk and Goldstein (2011), banks will restrict credit more strongly to those industries which 

display strategic complementarities. Concerned about the endogenous reaction of the banking system, we control for 

the total debt of the industry in column (5) and find that the estimated coeffi cient on the interaction term is both 

significant and comparable with the coeffi cient obtained in column (4). Moreover, the coeffi cient on the total debt of 

the industry, which measures the degree of endogenous reaction of the banking system, is not statistically significant. 

We use the firm’s total debt (as a fraction of assets) in year t to control for external finance constraints. Yet, variation 

in firm’s total debt as the crisis unfolds may be related to unobserved changes in its investment opportunities– to 

some extent, total debt is endogenous to the choices made by the firm. We remove these changes from our 

specification by using the total debt over assets before the crisis. This is equivalent to using instrumental variables, 

assuming that the ratio of debt to assets before the crisis is not correlated with unobserved within-firm changes in 

investment opportunities after 2008. In column (6) from Table 3, we repeat the exercise in column (3) replacing debt 

over assets in each year by the debt over assets in 2006. The table documents economically equivalent results, since 

the coeffi cient on the interaction term does not change substantially between the two alternative difference-in-

differences specifications.  

The estimates in column (7) include time dummies to control for aggregate shocks (which subsume the CCt 

variable) together with firm fixed effects. The estimate of the differential impact increases to 2.17 percentage points 

and continues to be highly statistically significant.  

6.3  Robustness check: an alternative way to identify the shock  

We now address potential concerns with our baseline specification. First, we have defined the year 2009 as the 

year of the shock but there may be concerns that this may not be the correct year– that is, the dummy CCt does not 

correctly identify the economic shock. To address this issue, we repeat the baseline regression in column (4) of Table 

3 and show that we do not obtain similar results for placebo (i.e. nonexistent) shocks in other years, which is 

suggestive evidence that our choice for the date of the shock is indeed appropriate. Table 4 presents the results and 

shows that none of the placebo shocks has significant coeffi cients for the interaction term, except for the coeffi cient 

on the 2008 placebo shock. This coeffi cient may be significant because the diffi culties in international financial 

markets started immediately after the demise of Lehman Brothers in September 2008, and therefore the credit shock 

may have initiated in the last quarter of 2008.  
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Another concern is that the dummy variable CCt is insuffi cient to capture different credit shocks across 

industries. The initial credit shock may have hit industries heterogeneously, and one dummy variable common to all 

industries will not fully capture the richness of the information found in the data.  

To address these concerns, we change the definition of the variable which proxies the credit contraction. We 

repeat the baseline specification, replacing the dummy variable for the periods "before" and "after" the shock with a 

variable which measures the evolution of credit for each industry. We hope to identify the spillover effects which 

derive from the credit contraction for each particular industry.  

We use the total debt (normalized by assets) of an industry as a proxy for the industry’s bank credit. We sum the 

total debt of the firms belonging to a given industry to obtain the total debt of the industry– the debt reported in 

firms’balances sheets is closely related with bank credit since most of the credit to SMEs is granted by banks. Being 

a continuous variable which takes values for all years in our sample, the new variable solves our two 

abovementioned concerns.  

We apply a difference-in-differences specification similar to equation (1), where we replace the variable CCt by 

the variable DebtIndustryit which measures the difference between the values of year t and of year t − 1 for the total 

debt of the industry (normalized by assets) to which firm i belongs. The variable DebtIndustryit takes negative values 

as long as the credit to the industry to which firm i belongs falls in year t.  

  

All other variables are as defined earlier. The interaction term DebtIndustryit.SCi combines the variation in 

industry’s debt with its strategic complementarity level, and we want to evaluate if the coefficient β3  is positive and 

statistically significant. Column (1) in Table 5 reports the results for the estimated equation.  

The results are broadly consistent with the previous results. The coeffi cient on the interaction term β3  suggests 

that a reduction of 1 percentage point in the ratio of debt variation over assets for an industry with strategic 

complementarities, on average leads to a decline in firms’annual investment as a fraction of assets equal to 0.172 

percentage points more than for industries without complementarities.  

6.4  Robustness check: sample splits  

The regression model (1) was specified according to our theoretical priors, and we have added controls to the 

specification to capture additional sources of firm heterogeneity. But the inclusion of controls in the regression per se 

does not address the fact that the two groups being compared may have very different characteristics (see, for 

example, Heckman, Ichimura, Smith and Todd 1998). When the control variables have poor distributional overlap, 

one can improve the estimation of group differences by estimating the model for more homogenous groups of firms.  

Motivated by the potential sensitivity of our results to our sample, we estimate the model for appropriately 

selected subsamples. For the same reason, we will also conduct our analysis combining a difference-in-differences 

approach with the use of matching estimators.  

 

6.4.1 Handling a possible sample selection problem  

One obvious concern about our identification strategy is the sample selection problem, which could arise from the 

possible migration by firms from those banks which have restricted their loans to those banks which have not. Since 

2009, "good" firms could have migrated from banks which have restricted their credit or, alternatively, these banks 
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could have "cherry-picked" the "good" firms. In any of these cases, the portfolio of banks which restricted their credit 

after 2009 represents a biased sample. For the same reason, the set of firms which has migrated among banks is 

also a biased sample.  

For these reasons, we focus on those firms which have worked exclusively with banks which were more willing to 

extend loans to firms in the period 2009-2012. This strategy alleviates concerns about sample selection, such as 

bank-firm sorting. Recall that we are not interested in the direct effects of credit rationing, but rather in the spillover 

effects coming from neighboring firms which have been credit rationed.  

The next step is to identify those banks which were less reluctant to extend loans to firms after 2009. Capital 

adequacy ratios have a major impact on the willingness of banks to grant credit, and it is plausible to assume that 

banks with less capital are more likely to ration their clients (see, for example, Bebchuk and Goldstein 2011).4
4
 In 

2008 the largest Portuguese banks offi cially reported capital ratios near their regulatory requirements, but these 

results may hide substantial heterogeneity. The reason is that banks must comply (or appear to comply) with 

regulatory requirements on their minimum level of capital, and the formulae to compute regulatory capital are 

complex. It is likely that some banks have understated the risk in their portfolio, and banks with the same reported 

capital ratios faced different restrictions in terms of lending (which requires regulatory capital).  

With the benefit of hindsight, we know which banks had substantial capital shortfalls two years later, in 2011, 

since the international offi cial assistance program obtained by the Portuguese government led to a close inspection 

of banks’balance sheets. As a result, some of the biggest Portuguese banks were required to ask for state financial 

support in 2012. Augusto and Felix (2014) analyzed the effects of this recapitalization in the period between 2010 

and 2013 and its effect on firms’credit access, concluding that these bailout operations contributed to an increase in 

credit supply, that is they prevented an even sharper decline in loan growth rates.  

Banco Comercial Português, Banco Português de Investimento, and Caixa Geral de Depósitos (the state-owned 

bank) were bailed out in June 2012, and Banco Internacional do Funchal in December 2012 by the issuance of 

contingent convertible bonds (bought by the Portuguese government) which allowed these banks to comply with 

minimum capital requirements defined by European Banking Authority and by Banco de Portugal. This 

recapitalization operation was needed to reinforce banks’ capital base, in a scenario of adverse macroeconomic 

conditions and compression of their net interest margins.  

The depletion of capital is a long slow process and it is likely that banks may have started to face problems as 

early as 2009. This would imply that bank lending has been affected since 2009. Figure 7 depicts the evolution of 

total bank loans granted by each of the four largest Portuguese banks, and shows that the only bank that was not 

bailed out (Banco Espírito Santo) was precisely the one which has restricted its lending by less.5 
5
 

Sabi contains information about bank relationships for each individual firm. We divide our sample of firms into 

three distinct groups: (i) firms which worked only with non-bailed out banks, (ii) firms which worked only with bailed 

out banks, and (iii)  

                                                             
4
 Albeit there are arguments in the opposite direction. For example, Caballero, Hoshy and Kashyap (2008) study zombie lending as a way to 

avoid writing off existing capital.  

5
 Caixa Geral de Depósitos, the state owned bank, exhibits a lending behavior similar to Banco Espírito Santo, but anecdotal evidence 

points out that Caixa Geral de Depósitos has made a large effort to offset the decrease in aggregate bank lending after 2008.  
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Figure 7: Effect of the 2009 credit shock on the lending behavior by the four largest Portuguese banks. This figure plots 
total loans volumes considering 2008 as the reference year. We use Bankscope data for the four main Portuguese banks: 

Caixa Geral de Depósitos (CGD), Banco Comercial Português (BCP), Banco Português de Investimento (BPI) and Banco 
Espírito Santo (BES). Together these banks represent 60-70% of Portuguese corporate debt.  

firms which worked with both types of banks.
6
 The reference period to build these three groups was 2006-2012. 

Figure 8 plots the evolution of the average values of the total debt difference between two consecutive years (as a 

fraction of assets) for the three distinct groups considered. The debt of firms which only worked with bailed out banks 

suffered a severe decrease in 2009, whereas the total debt of firms which worked exclusively with non-bailed out 

banks remained almost constant over time.  

Having in mind Figures 7 and 8 , we consider a sample of firms which have obtained bank loans during the period 

2006-2012 exclusively from banks which were not bailed out. This strategy helps us identifying the variation in 

investment which resulted from the impact of the credit shock on neighboring firms. Column (2) in Table 5 reports the 

estimates of equation (1) for the restricted sample. The results in the sub- 

                                                             
6
 We assume that the bailed out banks in 2012 were the banks with less capital in 2009, and we report the results when we divide the 

banks between two groups– the bailed and the non-bailed out banks. Since the lending behavior of Caixa Geral de Depósitos was similar to the 
lending behavior of the non-bailed out banks, we moved Caixa Geral de Depósitos from one group to the other, repeated the same exercises, 
and confirmed that results were equivalent.  
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Figure 8: Evolution of firms’variation of debt over assets. This figure plots average values of the ratio year-on-year total 

debt difference over assets for (i) firms which during all the considered period of time worked only with non-bailed out 

banks (solid line), firms which during all the considered period of time worked only with bailed out banks (dashed line), 
and firms which work with both type of banks during the considered period of time (dotted line). Banks which were bailed 
out: Banco Comercial Português, Banco Português de Investimento, Caixa Geral de Depósitios and Banco Internacional 

do Funchal. Banks which were not bailed out: Banco Espírito Santo, Banco Santander, Banco Popular, Finibanco, Caixa 
de Crédito Agrícola, Banco Bilbao Viscaya, Barclays Bank, Montepio Geral, Fortis Bank, BNP Paribas, Caja de Ahorros, 
Deutsche Bank, Banco BIC, Banco Finantia, Banco Popular, ABN AMRO bank, Banco Privado, Banco Totta, Banco Best 

and Credit Lyonnais. We exclude the 10 firms which have borrowed from Banco Português dos Negócios, since this bank 
was nationalized in 2010.  

sample reinforce the results in the baseline regressions. On average, firms with strategic complementarities reduce 

their investment (as a fraction of assets) by 6.08 percentage points more than firms without complementarities 

following the 2009 credit crunch.  

 

6.4.2 Demand shocks  

Another potential concern in our identification strategy is whether unobserved changes in investment 

opportunities may have biased our results. For example if the demand for goods produced by firms with strategic 

complementarities has fallen after 2009, then these firms would find optimal to reduce their production (and 

investment)– and such effect would not be related with the existence of spillover effects from strategic 

complementarities. Put more formally, our concern is that unobserved differences between both groups of firms 

trigger sharp contrasts in the post-crisis period because of changes in the environment other than spillover effects.  

To address these concerns, we restrict our sample to exporting firms. The effect of the 2009 credit contraction on 

investment of exporting firms is very unlikely to be explained by a reduction in the internal demand for their products, 

since these firms have the means to offset this reduction.  
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Column (3) of Table 5 shows the estimates of equation (1) when we restrict the sample to exporting firms which 

borrowed exclusively from non-bailed out banks in the period 2006-2012. The results are also statistically significant 

and with similar magnitudes to the baseline regressions. On average, firms with strategic complementarities reduce 

their investment (as a fraction of assets) by 3.12 percentage points more than firms without complementarities. 

Column (4) of Table 5 considers all exporting firms (regardless of whether they have borrowed from bailed out banks 

or not), and broadly confirms the previous results.
7
7  

7. Counterfactual Matching Approach  

Our main goal is to gauge how strategic complementarities affected firms in the aftermath of the 2009 credit 

shock. For this purpose we isolate the firms which benefit from strategic complementarities. We would like to 

compare their observed investment after 2009 (which was affected by spillover effects) with their non-observed 

investment had their neighbors not been caught by the credit contraction. Naturally this is a diffi cult task. One way to 

tackle this problem is to estimate the difference between the investment actually observed in the data and a plausible 

counterfactual investment. Since firms without strategic complementarities are not affected by spillover effects from 

their neighbors, these firms provide a natural counterfactual.  

We conduct our analysis combining a difference-in-differences approach with the use of a matching estimator. 

The idea behind this approach is that of isolating firms with strategic complementarities, and then, from the 

population of firms without complementarities look for control observations that best match the observations on firms 

with complementarities. We are assuming that if it were not for the existence of strategic complementarities, both 

groups of firms would have behaved similarly. The matches are made so as to ensure that observations in both 

groups have identical distributions along some pre-specified dimensions.  

We employ the propensity score matching estimator of the "average effect of the treatment on the treated" 

proposed by Leuven and Sianesi (2003), using observed characteristics (such as assets, sales, cash fiow, number of 

employees, and being an exporting firm or not) as inputs in a probit regression where the dependent variable is the 

dummy variable SCi which identifies firms with strategic complementarities.
8

8 For each firm with strategic 

complementarities, the procedure finds the firm without complementarities with the closest propensity score. Once 

the assignment has been done, we can measure the difference-in-differences in investment between both groups.  

                                                             
7
 There was a substantial fall in world trade during 2009, so that using a sample of exporting firms may not be sufficient to control for 

demand effects. Indeed within the subsample of exporting firms, those industries which saw their sales abroad fall in 2009 represent 16%  of 

the firms in industries without strategic complementarities and 8% of the firms in industries with strategic complementarities. Yet, (i) the fall in 

exports is more pronounced for industries without strategic complementarities which biases the results against our hypotheses, and (ii) exports 

later recovered so that more than 95% of the exporting firms in our sample belong to industries which see their sales abroad increase in the 

period 2009-2012 relative to the period 2006-2008. Taken together these results suggest that our approach is appropriate.  

8
 We could have applied the Abadie and Imbens (2011) estimator, which minimizes the Mahalanobis distance between the vector of 

observed covariates across treated and non-treated firms to find control firms. This estimator produces exact matches on categorical variables, 

but the matches on continuous variables are not exact. Given the relatively limited size of our sample, exact matches are sometimes  

unavailable. One way to deal with the problem of dimension in this setting is to use propensity score matching.  
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Table 6 shows that, on average, firms with strategic complementarities reduce their investment (as a fraction of 

assets) by 3.26 percentage points more than firms without complementarities. The magnitude of this estimate is 

comparable with the magnitude of the most demanding estimate obtained with sample splits (that is, when the 

sample is restricted to exporting firms which worked exclusively with non-bailed out banks), with the advantage of 

having a number of observations which is substantially larger.  

8. The propagation mechanism of economic shocks  

It is hard to disentangle loan-supply effects from loan-demand effects. On the one hand, a decline in economic 

activity induces a decline in loan-demand because (i) firms voluntarily reduce their investment, or (ii) banks curtail 

credit because firms have less profitable investment opportunities. Lower investment reduces production externalities 

and productivity. Since productivity is a key determinant of investment, there is endogenous variation in investment 

opportunities. It is thus likely that investment will fall substantially in firms belonging to industries with strong strategic 

complementarities.  

On the other hand, a negative shock to bank loan supply reduces firm investment, thus reducing the spillover 

effects on productivity. Since spillover effects are heterogeneous across industries, productivity will be mostly 

affected in those industries with strong strategic complementarities.  

But, as it is clear from the previous two paragraphs, the propagation mechanism through which loan-demand 

shocks get transmitted to individual firms is the same as the propagation mechanism of loan-supply shocks. Both 

negative demand shocks and negative supply shocks to some firms will propagate to other firms within industries with 

strategic complementarities, and will penalize the productivity of each individual firm even if that individual firm does 

not experience the shock directly.  

The goal of this paper is to identify the propagation mechanism based on industry spillover effects. In other 

words, we are mostly concerned with the identification of the endogenous variation in investment opportunities, rather 

than concerned with the identification of the exogenous shock. Knowing the source of the shock may be less relevant 

for this purpose, as both demand and supply shocks cause the same endogenous variation in investment 

opportunities.  

In Sections 3 and 6.4.1, we provide evidence favorable to the hypothesis that the reduction in bank credit 

observed in 2009 was caused by a reduction in loan-supply. Yet, one might be interested in knowing how conclusions 

regarding spillover effects would change, if the reduction in bank credit depicted in Figure 1 were rooted in loan-

demand. The short answer is that our conclusions would not change significantly, as the propagation mechanism 

would be the same as in loan-supply shocks. For both types of shock, much of the observed variation in bank credit 

is the result of endogenous variation in investment opportunities (i.e. the propagation mechanism) rather than the 

result of the specific source of the economic shock.  

Hence, there is an observational equivalence in the propagation of both loan-supply and demand shocks. The 

relationship between investment and spillover effects across firms is similar regardless of whether spillover effects 

are the result of loan-supply shocks, demand shocks, or a combination of the two. One may interpret this result as a 

warning that loan-supply by itself does not imply the existence of spillovers, since demand factors have similar effects 

and may be important empirically. For our purposes, however, the result has a positive message: the existence of 

heterogeneous industry spillover effects– the subject of our paper– is common to both loan-supply and demand 

shocks.  
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Despite the controversy surrounding the identification of the source of the economic shock, we prove that 

industries responded heterogeneously to the economic shock that occurred in the Portuguese economy in 2009– this 

shock had a stronger impact on the investment opportunities of firms belonging to industries with strong strategic 

complementarities. In other words, we establish the existence of a propagation mechanism based on industry 

spillover effects.  

Establishing the causal link between economic shocks, firm investment and heterogeneous spillover effects is 

important for two reasons. First, the observational equivalence between the final effects of loan-supply and demand 

shocks means that our exercise is useful for forecasting. As soon as government authorities detect a decline in 

investment or in economic activity, they can anticipate a substantial fall in productivity in those sectors with strong 

strategic complementarities. Government authorities do not need to know the actual source of the shock, since both 

demand and loan-supply shocks cause endogenous variation in investment opportunities.  

Second, the result provides a justification for the existence of sectoral policies. A common justification for this type 

of selective policies is that it aims at reallocating resources towards sectors that are most productive. Yet, 

government authorities have tried this type of selective policies to an extent not widely appreciated. Our work 

suggests that policies such as investment subsidies should carefully weigh the benefits and the risks of transferring 

resources to firms in sectors with strong complementarities. On the one hand, stimulating these firms has a multiplier 

effect, since the transferred resources will create external scale economies. These firms become more infiuential in 

the process of economic recovery as suggested by Sákovics and Steiner (2012). On the other hand, authorities will 

be transferring resources to sectors where productivity falls abruptly during economic downturns thus mitigating the 

final effects of their policy tools.  

9.  Conclusion  

We study the impact of the 2009 Portuguese credit crunch on firms with strategic complementarities. More 

specifically, we study the role of spillover effects on firms’ investment decisions in industries which benefit from intra-

industry localization externalities.  

We find that corporate investment declines significantly following the onset of the credit crunch, controlling for firm 

fixed effects. On average, annual investment as a fraction of assets declined by 3.71 percentage points in the 

aftermath of the credit shock, which compares with the unconditional mean of 5 percent.  

Consistent with a causal effect, the decline is greatest for firms with intense strategic complementarities. In our 

baseline regression, we estimate that annual investment (as a fraction of assets) declines by 2.12 percentage points 

more for firms with strategic complementarities.  

To address selection bias and endogeneity concerns we restrict our sample to exporting firms which established 

banking relationships exclusively with banks which did not restrict their credit. Our goal is to isolate spillover effects 

among those firms which did not see their credit restricted and suffered no change in investment opportunities. The 

estimate of the differential impact increases to 3.12 percentage points and continues to be statistically significant.  
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In a final step, we conduct our analysis combining a difference-in-differences approach with the use of matching 

estimators. We estimate that firms with strategic complementarities reduce their investment (as a fraction of assets) 

by 3.26 percentage points more than firms without strategic complementarities, following the onset of the credit 

shock. The magnitude of this estimate is comparable with the magnitude of the most demanding estimate obtained 

with sample splits (that is, when the sample is restricted to exporting firms which worked exclusively with non-bailed 

out banks), with the advantage of having a number of observations which is substantially larger.  

Evidence of spillover effects after credit shocks (for industries with complementarities) has important implications 

not only for borrowers, but also for policy makers (as emphasized by Bebchuk and Goldstein 2011, Philippon and 

Schnabl 2013, and Jorge and Rocha 2016). For example, Sákovics and Steiner (2012) suggest that firms which 

benefit from strategic complementarities are more infiuential in the process of economic recovery, and investment 

subsidies should thus be targeted at these firms (thereby providing a rationale for the existence of sectoral credit 

policies).  
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Tables 

 

Table 1: Summary statistics. Panel A reports summary statistics for the variables used in the analysis. The sample period 
is 2006 to 2012. “Employees” is the number of a firm’s employees. “Capital/Assets” is the ratio between fixed capital (fixed 

tangible assets plus depreciations) and assets (total assets). “Investment/Assets” is the ratio between investment (fixed 
tangible assets plus depreciations in period t minus fixed tangible assets in period t − 1) and assets. “Debt/Assets” is the 

ratio between total debt (long and short term debt) and assets. “CashFlow/Assets” is the ratio between cash fiow and 

assets. “Sales” is the value of total sales. “Sales Variation” is the net sales growth rate. “Bank lending relationships” is 
the number of banks with which firms establish relationships. Panel B reports mean values for the same variables, 

distinguishing between firms with ("WithSC") and without ("WithoutSC") strategic complementarities. Differences in 
means are assessed with the t-test. 

 

Table 2: Investment before and after the credit crisis. The table presents results for the two groups of firms (with and 

without strategic complementarities) in which we compare the ratio of investment over assets before the onset of the 
crisis to the ratio after. In the comparison, we average each firm’s time series into two sample means– one for the period 

2006-2008, which we label as "before the crisis", and one for the period 2009-2012, which we label as "after the crisis". 

Subsequently, we average the firms’ sample means for each combination group-period. Differences in means are 
assessed with the t-test. 
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Table 3: Strategic complementarities and investment before and after the credit crisis (regression estimates). This table 

shows estimates from panel regressions of the effect of a credit contraction shock on firms investment, comparing firms 
with and without strategic complementarities. The dependent variable is firm-level investment. Observations are at the 

firm-year level. Coeffi cients in Columns (3) and (6) are estimated by random effects. Columns (1), (2), (4), (7) and (8) 

consider firm fixed effects. Control variables include sales (net sales variation), cash fiows, debt and an exporter activity 
dummy (we classify exporting firms by year, that is an exporting firm in year t is a firm which has sold abroad in year t). 

The variables’ definition is provided in Appendix. SC -strategic complementarities dummy, CC -credit shock dummy, Sales 

-net sales variation, "DebtIndustry" measures the difference between the values of year t and of year t − 1 for the aggregate 

debt of the industry (normalized by assets), Assets_06 -assets in 2006, Exporter -exporter dummy, RE -random effects, FE 

-fixed effects Standard errors are clustered at the firm level. *, **, *** denote statistical significance at the 10%, 5%, and 1% 
levels, respectively and t statistics are in parentheses.  

 

Table 4: Placebo shocks. In Column (1) we show the baseline regression presented in column (4) of Table 3. Columns (2) 

—(6) shows placebo shocks regressions. All columns consider firms fixed effects. Control variables include sales (net 
sales variation), cash fiows, debt and an exporter activity dummy (we classify exporting firms by year, that is an exporting 

firm in year t is a firm which has sold abroad in year t). The variables’definition is provided in the Appendix. SC -strategic 
complementarities dummy, CC -credit shock dummy. Standard errors are clustered at the firm level. *, **, *** denote 

statistical significance at the 10%, 5%, and 1% levels, respectively and t statistics are in parentheses.  
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Table 5: Robustness checks. In Column (1) we use the difference between the variation in aggregate debt of the industry 
(normalized by assets) as the explanatory variable to determine the shock. Columns (2) — (4) shows estimates for 

appropriately selected subsamples. In Column (2) we restrict the sample to firms which worked only with non-bailed out 

banks. In Column (3) we restrict the sample to firms which worked only with non-bailed out banks and are exporters (we 
classify exporting firms by year, that is an exporting firm in year t is a firm which has sold abroad in year t). In Column (4) 

we restrict the sample to all exporting firms. Observations are at the firm-year level. All columns consider firm fixed 

effects. Control variables include sales (net sales variation), cash fiows, debt and an exporter activity dummy (we classify 
exporting firms by year, that is an exporting firm in year t is a firm which has sold abroad in year t). The variables’ 

definition is provided in the Appendix. "DebtIndustry" measures the difference between the values of year t and of year t − 
1 for the aggregate debt of the industry (normalized by assets). SC -strategic complementarities dummy, CC -credit shock 

dummy. Standard errors are clustered at the firm level. *, **, *** denote statistical significance at the 10%, 5%, and 1% 
levels, respectively and t statistics are in parentheses.  

 

Table 6: Counterfactual Matching Approach. This table shows the difference-in-differences of firm investment before and 

after the credit crisis with difference-in-differences estimator (DiD) and DiD matching estimator. For the DID we consider 
the most demanding sample-split with exporting firms which worked exclusively with non-bailed out banks, without 

control variables but controlling for firms fixed effects and standard errors clustered at the firm level. For the DiD matching 

estimator we employ the propensity score estimator of the "average effect of the treatment on the treated" proposed by 
Leuven and Sianesi (2003). *, **, *** denote statistical significance at the 10%, 5%, and 1% levels, respectively.  
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A Appendix 

The DM index  

The DM index accounts for the amount of spatial concentration of an industry which can be related to that 

industry’s specific spillovers. For a detailed account of the DM index, consult Guimarães et al. (2007, pages 758-

763). Here, we provide a simple explanation about the construction of this index.  

Conventional measures of the geographical concentration of economic activity, based for example on the Gini 

coeffi cient, quantify the discrepancy between the distribution of regional employment in a particular industry against 

the regional distribution of overall employment. Yet, conventional measures are unable to control for the 

concentration in location decisions which is driven solely by chance. To overcome this diffi culty, the most recent 

literature is rooted on microeconomic models of location choice. More specifically, Ellison and Glaeser (1997) and 

Guimarães et al. (2007) start with McFadden (1974)’s Random Utility Maximization (RUM) model of location choice, 

in which firms choose location to maximize profits. This model explains the spatial distribution of firms and takes into 

account idiosyncratic factors that may interfere with individual location decisions.  

Many measures of geographical concentration distinguish between two types of agglomerative forces:  

1. Industry spillover effects, resulting from external scale economies that follow from the spatial concentration 

of firms of a particular industry in a given region and that are internalized by firms of that particular industry. It 

is not possible to disentangle industry-specific spillovers from region-specific advantages for a spe-cific 

industry. Region-specific advantages for a specific industry are often rooted in natural advantage, such as the 

case of California for the wine industry or the case of coastal regions for shipbuilding. Geographic 

concentration by itself does not imply the existence of industry spillovers, since natural advantage has similar 

results. For this reason, we exclude those industries for which location depends on natural resources.  

2. Regional advantage, resulting from the existence of cheap factors of production or urbanization economies 

(but excluding industry-specific natural advantage).  

The purpose of the indices proposed by Ellison and Glaeser (1997) and Guimarães et al. (2007) is to identify the 

first agglomerative force, i.e. the industry spillovers effects. The index proposed by Ellison and Glaeser (1997) uses 

exclusively measures of employment at the industry and regional levels, which leads to peculiar situations. For 

example, the index yields similar results for an industry with 10 plants (each with 10 employees) located in one single 

region and for an industry with one single plant (with 100 employees). To overcome this diffi culty, Guimarães et al. 

(2007) derive an estimator which relies on the count of the number of plants.  

Consider a reference industry which has nj plants located in each region j, and   represents the 

total number of plants in this industry. Firms choose j=1 nj locations that yield the highest profits. The profit of firm i in 

region j equals  

  

where  is random variable refiecting the profitability of locating in region j for a typical firm in the reference 

industry, and represents observable and unobservable characteristics that make region j unique (both industry 

spillovers and regional advantage). Variable εij is an additional random component refiecting factors that are 

idiosyncratic to firm i (and which are identically and independently distributed across firms).  

Consider the vector of random variables  Each realization of the  
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vector π identifies one single industry. Applying McFadden (1974)’s RUM model, one obtains the probability  

 

that a firm in the reference industry locates in region j. A region j with industry spillovers or regional advantage should 

have high profits and a large probability . Guimarães et al. (2007) let the expected location probabilities  

be approximated by the share of plants of the reference industry in each region   

Given the distribution of the vector of random variables π, the unconditional expectation  (i.e. integrating 

across all industries) denotes the probability of a firm locating in region j in the absence of industry spillovers. A 

region j with regional advantage should have a large value for , but industry specific spillover effects do not 

infiuence as the unconditional expectation removes this type of effects.  

The discrepancy between the conditional probability pj|π and the unconditional probability refiects the 

infiuence that region j’s industry spillover effects play in the location decisions of firms in the reference industry.  

Ellison and Glaeser (1997) and Guimarães et al. (2007) let the expected location probabilities for each region E 

[pj] be approximated by its share of total manufacturing employment. Writing xj for the share of aggregate 

manufacturing employment in region j, they use xj as an estimate of  

The value of the share of employment xj provides a natural benchmark for the  ratio  . The larger the 

discrepancy between the value xj and the ratio  for the reference industry in region j, the larger the infiuence of 

industry spillovers on the location of firms in the reference industry. That discrepancy is captured by parameter  

. Defining the “raw concentration index”as  

 

one obtains the following estimator  

 

Since industry spillovers were not taken into account in the construction of  then the discrepancies 

between the value xi and the ratio  are due to these effects. Hence, estimates the importance of industry 

specific spillover effects in the reference industry.  

Guimarães et al. (2007) achieve additional effi ciency gains by using the statistical distribution for the counts of 

plants that is compatible with the assumptions in the model of location. Accordingly, they compute the multivariate 

distribution for the counts of plants:  
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where (n1; n2; :::; nJ ) is the distribution of plants for the reference industry, and denotes the gamma function. 

Maximizing the above expression with respect to ϒ  yields the maximum-likelihood estimator bDM. This estimator is 

consistent and asymptotically e¢ cient, and is labeled as the Dirichlet-Multinomial index (DM index).  where (n1,n2, ..., 

nJ ) is the distribution of plants for the reference industry, and Γ(.) denotes the gamma function. Maximizing the 

above expression with respect to γ yields the maximum-likelihood estimator . This estimator is consistent and 

asymptotically effi cient, and is labeled as the Dirichlet-Multinomial index (DM index).  
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Industries excluded because they may depend on natural resources are: 232 - petroleum refining, 351 - 

shipbuilding and repairing, 152 - sea products processing, 160 -tobacco and 372 - recycling of non-metallic products. 


