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Abstract 

This paper estimates how distant a firm is from becoming a successful exporter. The empirical 

exercise uses very rich data for Portuguese firms and assumes that there are non-trivial 

determinants to distinguish between exporters and non-exporters. An array of machine 

learning models - Bayesian Additive Regression Tree (BART), Missingness not at Random 

(BART-MIA), Random Forest, Logit Regression and Neural Networks – are trained to predict 

firms’ export probability and shed light on the critical factors driving the transition to successful 

export ventures. Neural Networks outperform the other techniques and remain highly accurate 

when we change the export definitions and the training and testing strategies. We show that 

the most influential variables for prediction are labour productivity, firms’ goods and services 

imports, capital intensity and wages. 
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1. Introduction  

 

Most countries have national strategies to boost exports, varying from economic diplomacy 

and trade agencies to direct grants and subsidies to firms. The empirical trade literature has 

been stating that it is beneficial that a large number of firms are engaged in international trade 

because such status is positively correlated with size, productivity, wages and tax payments 

(Wagner, 2007; Coad and Vezzani, 2019). 

A firm chooses to export if it is productive enough to cover the fixed costs associated with 

selling abroad, i.e., firms selling overseas would already be larger, more productive and  and 

pay higher wages even without being present in international markets. This is the canonical 

view in international trade literature and suggests a strong self-selection of the most 

productive firms into international markets (Roberts and Tybout, 1997; Melitz, 2003). 

However, more recently, another strand of literature argues that market size matters to 

understanding firms' productivity, i.e., stronger access to overseas markets positively affects 

firms' innovation and productivity. This is the learning-by-exporting argument. Therefore, 

government efforts to increase the share of domestic firms that are present in international 

markets can lead to more investment in technology and innovation, thus increasing overall 

productivity and economic growth (De Loecker, 2007; Harrison and Rodrígues-Clare, 2010). 

In this context, Liveeva and Trefler (2010) studied the consequences of cutting the U.S. 

tariffs on Canadian products after the Canada-U.S. Free Trade Agreement. They found that 

with the elimination of the tariff, both firms that started exporting and that already exported 

to the U.S. increased labour productivity, further engaged in product innovation, and adopted 

more advanced manufacturing technologies. Atking et al. (2017) presents further empirical 

evidence of learning-by-exporting. The authors selected a random sample of handmade rug 

producers in Egypt that had never exported before and were given the opportunity to sign a 

contract to sell abroad to a high-income country. They concluded that after the experiment, 

the firms produced higher quality products, increased total labour hours, and increased profits 

on average between 16% and 26%. 

Several authors reported evidence of the government's success in increasing the share of 

firms in the international market (see Srhoj et al. (2023) for a survey). Cruz (2014), using 

matching difference-in-differences, showed that manufacturing firms supported by the 

Brazilian Export Promotion Agency have 2.5 times more probability of becoming successful 

exporters than the manufacturers that did not receive the government treatment. In the same 

way, Brooks & Van Biesebroeck (2017) and Munch & Schaur (2018) studied government efforts 

to increase the number of exporters in Belgium and Denmark, respectively. The first study 
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showed that the firms that received the support had an 8.5 percentage point (pp) more 

probability of selling in an extra European Union market than those that had not received the 

treatment. The second work reports evidence that, for small firms, the Danish government 

support increased the chance of firms selling abroad by 8 pp. Moreover, it reports that sales 

and value-added increased by 8 pp, and employment increased by 4 pp compared to firms 

that had never received the support. 

In light of this evidence about learning-by-exporting effectiveness, helping firms to sell 

overseas is a concern for policymakers. In this paper, we develop a machine learning (ML) 

model to estimate how distant manufacturing firms are to become successful exporters. In 

other words, our ML model estimates the probability that a non-exporter manufacturer has of 

selling in international markets. The intuition is that successful exporters have non-trivial 

characteristics that the algorithm can use for out-of-sample predictions. This type of approach 

is widespread in credit risk literature, with a range of models evaluating how distant the firm 

is from bankruptcy (Altman, 1968; Merton, 1974). In the same vein, we aim to understand 

which manufacturers' characteristics are more important in predicting those that become 

successful exporters and how these variables relate to the outcome, i.e., the probability of 

selling in international markets. 

Our paper is close to Micocci and Rungi (2021), that explores the utilization of ML models 

to measure French firms' distance-to-export and predict the rise of healthy exporters. This 

paper uses a database that considers about 30\% containing of French manufacturers and only 

for medium and large firms. In contrast, our paper uses a very rich dataset containing the 

universe of Portuguese manufacturers, with information on its financial and export status from 

2010 to 2021. Therefore, we can predict the export probability of manufacturers of all sizes, 

while corroborating previous results in the literature. 

In terms of the methodology, our first step is to randomly split the sample into training and 

test data sets, with a proportion of 0.80 and 0.20, respectively. Then, we train our machine 

learning models on the manufacturers' dataset with exporters and non-exporters. We use an 

array of ML techniques to predict successful exporters, namely Bayesian Additive Regression 

Tree (BART), BART with Missingness not at Random (BART-MIA), Random Forest, Logit and 

Neural Networks (NN). Next, we select the best ML technique to predict exporters, i.e., the 

model that predicts out-of-sample with higher accuracy. It turns out that the NN outperforms 

the other techniques for predicting exporters. With the NN, the model with the highest accuracy 

in our empirical exercise, we estimate the exporting scores for each non-exporter 

manufacturer. The estimated score indicates how likely the firm is to propose successfully in 

international markets. We report that most Portuguese manufacturers are far from becoming 

exporters, i.e., having low values of exporting scores. 
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Equipped With the NN -- the model with the highest accuracy in our empirical exercise -- 

we estimate the exporting scores for each non-exporter manufacturer. The estimated score 

indicates how likely the firm is to successfully engage in international markets. We conclude 

that most Portuguese manufacturers are far from becoming exporters, i.e., there is large 

density of firms with a low exporting score. 

For robustness purposes, we run a large battery of tests on the ML models. Even after 

changing both the exporter definition and the training and forecasting strategies the estimated 

ML model maintains high accuracy power. Nevertheless, interestingly, although all the 

methods we use in this exercise have high accuracy, the predictions generated with the NN 

technique are quite different from those relying on regression and classification trees methods. 

Another quite important distinctive feature of our paper are results on the power of different 

indicators included in the battery of predictors. The variables with high importance for 

predicting exporters, when controlling for the manufactures’ size and sector, are labour 

productivity, whether it imports from the EU or from extra-EU countries, its capital intensity 

and the average wage. More specifically, high labour productivity is positively associated with 

high a probability of exporting. Similarly, the existence of imports from EU or extra-EU 

markets, high capital intensity and high wages, are highly correlated with selling in 

international markets. In addition, manufacturers near the median scores operate with 7.3 

times fewer fixed assets than those at the top decile of exporting scores.Our empirical exercise 

can be helpful for all institutions that provide credit for the firms’ internationalization, from 

private institutions to public trade promotion agencies, when targeting programs and 

resources. With better risk information, private funds can reduce credit prices. Export 

promotion agencies can focus on helping firms with higher scores to sell abroad and allocate 

public funds to finance manufacturers with a higher probability of becoming healthy exporters. 

Beyond adding to a still very scarce strand of literature, our empirical exercise can also be 

helpful to private or policy institutions, notably those that grant credit for internationalization, 

and to trade promotion agencies, in order to better target programs of incentive. With higher 

quality information on risk, private funds can reduce credit prices. Trade promotion agencies 

can focus on helping firms with higher scores to sell abroad and allocate public funds to support 

manufacturers with a higher probability of becoming healthy exporters. 

The present paper is organized as follows. The next section briefly overviews the relevant 

literature on machine learning in international trade. Section 3 describes the dataset and 

presents some descriptive statistics on the data. In Section 4, we elucidate our identification 

strategy and the ML techniques. Then, in Section 5, we present the results; in Section 6, we 

report the robustness checks; and in Section 7, we introduce time in the ML models to 

investigate how sensible the model is when predicting for firms with many years of experience 

exporting and without export experience. In Section 8, we interpret the most relevant 



  
  

5 
 

variables; in Section 9, we provide a basic interpretation of the estimated scores; and finally, 

Section 10 concludes. 

2. Literature review 

 

Our paper is at the interception of two research strands, i) the export promotion literature, 

and ii) the utilization of machine learning techniques to address economic questions. We briefly 

try to survey the literature that lies in the neighbourhood of this interception. 

Sousa et al. (2008) reviews 52 articles published between 1998 and 2005 on the 

determinants of export performance, showing that most studies have focused on 

manufacturing firms, only some have included the service sector, and mostly focus on small 

to medium-sized firms. Authors highlight a continuous increase in sample sizes, statistical 

sophistication, and number of control variables. The literature started to take account further 

for external environmental factors as critical determinants of export performance, such as 

domestic market characteristics and market orientation. The increase in sample size and 

statistical sophistication allows for more robust empirical and theoretical frameworks, better 

capable of testing inherent principles and theories of international trade. 

Many of the concepts related to deep learning and ML date back to the early 40's when 

Walter Pitts and Warren McCulloch created a computer model based on the human brain called 

NN. However, the application of ML to economics is still in its early stages of development. 

Tong, Y. (2022) highlights that the ML models more widely used in international trade literature 

are the grey prediction model, the parallel vector machine model, and deep learning methods 

such as artificial neural networks, convolutional neural networks, and recurrent neural 

networks. These models are identified as having brought significant advancements in 

prediction accuracy to the field. 

For example, Breinlich et al. (2022) evaluates the effects of trade policies (TP) and 

agreements (TA) on trade flows, examining both preferential and non-preferential trade 

relationships. The authors apply the latest ML techniques and variable selection methods to 

quantify TA's impact on trade flows. They conclude that a selected number of provisions related 

to technical barriers to trade, anti-dumping, trade facilitation, subsidies, and competition policy 

are more effective at promoting trade than other provisions appearing in preferential trade 

agreements. In a similar vein, Dai, C. (2023) used a Back Propagation Neural Network (BPNN) 

for forecasting foreign trade export volume, reaching a model 15-30% more accurate than 

traditional methods. Pan et al. (2018) apply supervised machine learning to predict companies' 

business success by comparing the performance of different ML techniques such as K-NN, 

Random Forest and Logit regression. 
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Despite the most recent advancements in deep learning and ML, to the best of our 

knowledge, only one other paper has explicitly used those methods to estimate whether a firm 

will become an exporter and measure its current distance to export. Micocci, F. and Rungi, A. 

(2021) exploits ML techniques to evaluate whether and how close firms are to becoming 

successful exporters using financial information on French firms for the period 2010-2018. The 

authors strongly highlight the need to know about the power of different indicators included in 

the battery of predictors and to know how and why firms are in a condition to export. Although 

we agree that predictive models do not substitute structural economic models, policy 

evaluation methods or impact analyses, some of the methods used in our paper provide useful 

insights.  

Estimating how likely firms are to become exporters is also the primary purpose of our 

paper. To create a model capable of identifying ex-ante whether or not a firm will be selling 

overseas and also to determine its distance to export allows export promotion agencies to 

optimize their resources and policies, using information on the business environment and firms' 

characteristics. While this conceptual approach is standard in finance literature to derive a 

distance-to-default measure, Micocci, F. and Rungi, A. (2021) is the only one we have identified 

that has addressed the relevance of deriving a distance to export measure, following from 

what financial institutions make to predict credit risk, for example, in the case of traditional 

Altman's Z-scores (Altman, 1968)or Merton's Distance-to-Default (Merton, 1974). 

 

3. Data 
The present paper is based on a unique firm-level dataset resulting from a merge of three 

different sources: (i) the Statistics Portugal - INE (Instituto Nacional de Estatística) dataset on 

export firms; and (ii) the Simplified Corporate Information - IES (Informação Empresarial 

Simplificada). 

The INE dataset contains micro-level information on Portuguese exports. The firms declare 

export information to customs authorities, who provide this information to the statistical 

authorities. INE does a sample check of the accuracy of this information for firms that export 

as of 250,000.00 euros. Therefore, the accuracy of this dataset becomes even higher for 

medium and large enterprises. 

The IES data set contains the mandatory information annually declared by firms for tax 

administration and statistical authorities. The information consists of economic, financial, and 

accounting balances for the respective fiscal year and covers the population of Portuguese 

non-financial corporations. Firms report detailed balance sheet figures and information 

concerning essential variables such as number of employees, cost of inputs and turnover. 
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Table 1: Firms by industry 

           

  Manufacturers  

  NACE rev. 2 
code non-

exporters 
exporters Total % 

Food products 10 6677 979 7656 12.8 

Beverages 11 1278 601 1879 3.1 

Textiles 13 2272 716 2988 5.0 

Wearing apparel 14 5612 1192 6804 11.4 

Leather and related products 15 2513 807 3320 5.6 

Wood and products of wood and 
cork 

16 3118 736 3854 6.5 

Paper and paper products 17 488 227 715 1.2 

Printing and reproduction of 
recorded media 

18 2245 606 2851 4.8 

Coke and refined petroleum 19 30 7 37 0.1 

Chemicals and chemical products 20 955 347 1302 2.2 

Pharmaceutical products 21 223 64 287 0.5 

Rubber and plastic products 22 1137 613 1750 2.9 

Other non-metallic products 23 2707 1080 3787 6.3 

Basic metals 24 346 150 496 0.8 

Fabricated metal prod., except 
machinery and equipment 

25 8546 2017 10563 17.7 

Computer, electronic and optical 
products 

26 400 148 548 0.9 

Electrical equipment 27 613 280 893 1.5 

Machinery and equipment 28 1682 706 2388 4.0 

Motor vehicle, trailers and semi-
trailers 

29 529 241 770 1.3 

Other transport equipment 30 314 89 403 0.7 

Furniture 31 2987 1068 4055 6.8 

Other manufacturing 32 1909 414 2323 3.9 

Total  46581 13088 59669 100 
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Note: The source of the firms’ main sector is the IES dataset, classified according to NACE Rev. 2. The 

table shows percentage values (%) corresponding to the weight of each sector and is ordered by NACE 

Rev. 2 code. 

The dataset covers all manufacturers that may or may not have exported between 2010 and 

2021. Table 1 presents the manufacturers’ industries in our dataset. Note that the industry 

with the most significant number of firms is "Fabricated metal prod., except machinery and 

equipment", with 10 573 firms (17.7%), followed by "Food products" with 7 656 firms (12.8%). 

 

4. Identification strategy 

 

Inspired by the credit risk literature that calculates firms' distance to default (Altman, 

1968; Merton, 1974; Uddin, 2021) as well as by the works of Micocci and Rungi's (2023) 

predicting exporters with ML, we calculate Portuguese manufacturers' distance to become 

successful exporters. For this purpose, we trained different ML models on our sample of firms 

that may have exported or not from 2010 to 2021. We randomly split the sample of 

manufacturers in the standard 80-20 proportion; the first part we use for training the models, 

and the remaining 20% for testing.  

In our empirical exercise, financial information and firms' characteristics may contain non-

trivial information on exporting abilities. Then, we use the trained models to generate 

distributions of predictions for new data (out-of-sample predictions). These distributions help 

us assess how close manufacturers are to being able to export. The final model is chosen based 

on its accuracy in predicting outcomes for unseen data, i.e., our out-of-sample test sample. 

To ensure the generalizability of our model and prevent overfitting, we cease model 

optimization upon analyzing the results from the testing set. 

Therefore, after testing and comparing different ML methods, we applied the best-

performing model to calculate the export scores of Portuguese manufacturers. This score will 

indicate how far a non-exporting manufacturer can become a successful exporter. Figure 1 

represents what we expect from the non-exporters score distribution since most non-exporters 

should have a low probability of exporting, and only a small share of firms should have a high 

probability of successfully accessing international markets. As indicated in Figure 1 through 

the red vertical arrow, our intuition is to calculate the distance of the ith firm from becoming 

an exporter.  

Two concerns arise from the estimated exporting scores: i) how we classify a firm as an 

exporter, and ii) what threshold we should take from the estimated exporting scores in the 

test sample to perform out-of-sample predictions. Micocci and Rungi (2023) consider exporting 

firms to be those selling abroad at any value. Geishecker et al. (2019) highlight the possibility 
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of including passive exporters with this not-so-strict definition. The authors define passive 

exporters as firms that systematically engage in a temporary trade. In our empirical exercise, 

we avoid classifying passive exporters as exporters as we aim to predict firms that sell abroad 

consistently, i.e., healthy exporters. In addition, our sample warrants attention because a 

significant portion consists of micro and small manufacturers, who are more likely to participate 

passively in the export market (Békés and Muraközy, 2012). Therefore, we define exporters 

as firms selling at least 10% of their total sales abroad. 

Figure 1: Visual illustration of the export score of Portuguese non-export manufacturers. 

 

Note: The plot shows the distribution of an illustrative simulated export score with a similar shape to what 

we expect for the actual score distribution of the Portuguese non-exporting manufacturers (this simulated 

random process is generated from a chi-squared distribution with three degrees of freedom bounded in 

an interval [0,1]). The red vertical dashed line represents the predicted score of firm i, indicating its 

fictional probability of success in international markets. On the other hand, the black vertical dashed line 

represents our benchmark to export, i.e., the distance the ith firm is to become an exporter. Our intuition 

is to calculate how far the ith firm is to becoming an exporter, i.e., how different the predicted score is 

from our benchmark (1) 

 

To address the second concern, we classify the firms in the testing sample as exporters 

when they exceed a threshold of 0.5. This 0.5 threshold is commonly used in trade literature 

to classify firms' export status in the testing sample (Micocci and Rungi, 2023; Baier et al., 

2014). Therefore, we estimate the exporting score from the manufacturers in the test sample, 

and then we apply this rule to access the models' accuracies. 
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4.1 Methods 

We train and perform predictions over the test sample with the six ML methods, and then 

we choose the best ML model for predictions of the exporter. A generic representation of the 

ML predictions is: 

𝐸𝐸(𝑌𝑌𝑖𝑖  | 𝑿𝑿𝑖𝑖) = 𝑃𝑃(𝑌𝑌𝑖𝑖 = 1 | 𝑿𝑿𝑖𝑖),                                                 (1) 

where 𝑌𝑌𝑖𝑖 is the binary outcome, assuming value 1 if the ith manufacturer is an exporter and 0 

otherwise.  𝑿𝑿𝑖𝑖 is a k-dimensional matrix that includes the k predictors we use in the models. 

The output of Equation 1 is what we call exporting scores. Moreover, the estimated model does 

not capture the time dimension; instead, it considers a firm's export status with the same time 

predictors. In this baseline model, a firm can be considered an exporter in one year and a non-

exporter in another. In sections 6 and 7, we look at time-heterogeneous exporting patterns. 

Following the conventional data selection principle (Athey et al., 2021), 80% of the 

universe of Portuguese manufacturers are randomly selected as in-sample information for 

training the six ML models. We keep the remaining 20% of the firms as an out-of-sample for 

predicting the export status, i.e., to predict whether the firms are exporters. 

For our empirical exercise, we perform predictions with six models: Logit, Logit Lasso, 

Random Forest, BART, BART-MIA, and Neural Networks (NN). The BART, BART-MIA, and 

Random Forest (RF) are methods based on classification and regression trees. In the following 

sections, we show that the NN technique predicts exporters better than other ML models. 

An NN simulates many interconnected processing units that resemble abstract versions of 

neurons. These processing units are arranged in three-layer groups: the input, the hidden 

layers, and the output, representing the target fields. These units are connected with varying 

weights based on how the information is fed into the algorithm from the input to the output 

layer (Warner. & Misra, 1996). The NN model is trained in batches of records, generating a 

prediction for each and adjusting weights based on its margin-of-error by iteration. This 

process is repeated each epoch until an optimal is reached (for a deeper discussion, see Hastie 

et al., 2017). 

The best-performing Neural Network includes four hidden layers, each from 32 to 128 

artificial neurons (nodes). These neurons include a Rectified Linear Unit (ReLU) activation 

function connecting each layer to the next with a relatively weighted impact defined during 

training. The model is compiled with a binary cross-entropy loss and an optimizer based on 

stochastic gradient descent first and second-order moments. The model is trained in batches 

of 10 observations per iteration. With a validation split of 20% from the original training 

sample, the model is prepared to train up to 100 epochs unless its maximum validation 

accuracy is reached earlier and, in that case, after eight additional epochs, the early stopping 
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regularization prevents the model from continuing its training process. Then, the best model 

weights are restored for prediction. 

The BART, BART-MIA, and Random Forest methods are classification tree models, where 

the BART-MIA creates new trees to predict when missingness in some of the features exists. 

The BART-MIA has high predictive power when the missingness values are non-random 

(Kapelner and Bleich, 2015). A classification tree is generally constructed using if-then 

statements that divide the training data based on predictor values, which allows for capturing 

non-linear relationships between predictors and outcomes. The algorithm for building a 

classification tree follows a top-down approach, recursively dividing the primary sample into 

distinct sub-samples (nodes and leaves). 

Figure 2: General representation of the best performing Neural Network Model. 

 

Note: Six layers represent the NN. These layers process information received in the input layer, from left 

to right, up to the final output layer, where a firm’s export status is attributed. The first layer (128 nodes, 

each represented by a circle) is connected to the second layer (64 nodes) with a Rectified Linear Unit 

(ReLU) activation function determining the weights for each node. This process occurs consecutively for 

all layers, henceforth, up to the final layer, which has only one node.  

 

We prune the tree iteratively using a regularizer (R) if it grows excessively complex to 

prevent overfitting (Kapelner and Bleich, 2015; Micocci and Rungi, 2023). The result is a sum 

of trees as follows: 

             𝑃𝑃(𝑌𝑌𝑖𝑖 = 1 | 𝑿𝑿𝑖𝑖) =  𝚽𝚽� ξ1( 𝑿𝑿𝑖𝑖) + ⋯+  ξq( 𝑿𝑿𝑖𝑖)�.                       (2) 
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Where 𝚽𝚽 is the cumulative density function of the standard normal distribution and the q 

binary trees are represented by ξ.  

We perform prediction with two other methods: logistic regression (LOGIT) and logistic 

Lasso regression. The LOGIT is a classical econometric method for binary response variables, 

with an ex-ante assumption about the relationship between predictors and the outcome. 

The general representation of the relationship between each feature and the predicted 

variable is unknown, and each model attempts to estimate it. These ML models allow us to 

capture a potential non-linear relationship between the variables and the output. Finally, the 

compare the previous methods with the LOGIT-Least Absolute Shrinkage and Selection 

Operator (LASSO), with the following form: 

𝑎𝑎𝑎𝑎𝑎𝑎min
𝛽𝛽

1
2𝑁𝑁
∑ (𝑦𝑦𝑖𝑖(𝑋𝑋𝑖𝑖′𝛽𝛽) − log (1 +  𝑒𝑒�𝑋𝑋𝑖𝑖

′𝛽𝛽�)𝑁𝑁
1 )2   𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 𝑡𝑡𝑡𝑡  ∑ |𝛽𝛽|𝑝𝑝

𝑗𝑗
𝑝𝑝=1  ≤ 𝑘𝑘.       (3) 

Where 𝑦𝑦𝑖𝑖  the binary outcome of interest, indicating whether the manufacturers is an 

exporter. 𝑋𝑋𝑖𝑖′ is the transposed matrix of predictors subject to the indicated condition, that 

limits the complexity of the estimated model, avoiding overfitting. 

In addition, to identify the most representative set of features, we use Mutual Information 

Classification and SelectKBest library (Pedregosa et al. 2011). The total variables generated 

through the method represented 90% of the dependent weight measured between the 

independent variables and the dependent variable. Similarly, we use the library to indicate the 

best subset of features for a more parsimonious model. We were able to sub select the 80% 

most significant features as well through this method without any additional variable selection 

criteria. We predicted with the more parsimonious model for robustness check and show that 

the decrease in accuracy is marginal. Additionally, we use this simpler model to investigate the 

relationship between the predictors and the output, i.e., to estimate the Shapley value 

discussed in Section 8. 

 

4.2 Interpreting machine learning models 

An understandable, interpretable and transparent model can provide a more informed, 

unbiased and ethical decision-making process. Huang et al. (2020) divide transparency into 

three levels: (i) Simulatability – having the model inputs, its calculations can be made at a 

human level in a reasonable time; (ii) Decomposability – each part of the model has an intuitive 

explanation; and (iii) Algorithmic transparency – there are theoretical guarantees about the 

convergence or behaviour of the algorithm. Many widely used ML and deep learning models 

lack simulatability and decomposability since the parameters in the hidden layer lack an 

intuitive explanation.  
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Interpreting each feature's importance in an ML model is computationally intensive and 

laborious, i.e., there is no easy way to interpret the variables's importance for predictions and 

how they connect the output in most ML techniques. However, one of our goals is to understand 

which firms' characteristics influence the probability of Portuguese manufacturers selling in 

international markets. Thus, to provide interpretability and identify the most relevant variables 

for the predictions in the chosen ML model, we use the Shapley values method, which can 

explain the results of any ML model. 

Lundberg and Lee (2017) classify Shapley additive explanations (SHAP) as an extension of 

a framework for global and local model-agnostic explanations using feature attribution. Initially 

introduced by Lloyd Shapley, the concept of Shapley values follows the principle of averaging 

each marginal contribution over all possible orders in which each feature may have contributed 

to the predicted variable. Another way to interpret The Shapley values is as a cooperative 

game theory concept, corresponding to the average marginal contribution of a feature after 

considering all possible combinations (Alves et al., 2022). Thus, through this method, it is 

possible to understand the local importance of the feature and how this importance changes 

with different values of the feature. 

 

4.3 Predictors 

To increase the ML models' power, i.e., higher accuracy, we include all available 17 

variables plus controls for sector, size, and year as predictors. The sectors are divided 

according to the NACE Rev. 2 code as described in Table 1. According to the European 

Commission4, we create the manufacturers' size, classifying the firms into micro, small, 

medium, and large groups. 

The correlation matrix, Figure 3, includes all numerical variables we use to predict 

successful exporters. Many of these variables have a high correlation, varying from 0.6 to 0.9. 

However, in our first empirical exercise to predict manufacturers with a high potential of selling 

successfully abroad, high correlation is not a concern. In other words, as we do not aim in the 

first empirical exercise to estimate international trade determinants, i.e., how variables are 

related to international trade, we use all available features for the prediction exercise despite 

the high correlation between some of them. Thus, we do not discriminate ex-ante variables in 

this stage for the ML models. In the robustness check, we apply the SelectKBest library 

(Pedregosa et al., 2011) to identify the most relevant variables in the estimated ML models, 

and the forecast with a subset of all variables renders a marginal decrease in the forecast 

accuracy. However, in our second empirical exercise to understand how the variables are 

 
4 More details about the definitions of micro, small, medium, and large firms can be found at the link: 
https://single-market-economy.ec.europa.eu/smes/sme-definition_en 
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associated with successful exporters, we use the most significant variables, i.e., the subset 

generated from the SelectKBest library. 

Figure 3: Correlation Matrix  

 

Note: The matrix reports the Pearson correlation of all numerical variables used in the ML models. Non-

numerical variables, such as firm’s size and sector are not reported. Positives correlations are displayed in 

shades of green and negatives in shades of red. In Annex A we report the variables descriptions. 

 

5 Results  

 

5.1 Predictors 

 

In the present section, we report the models' out-of-sample performance. Table 2 

summarises the accuracies of the model’s predictions on the test sample. We use standard 
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confusion matrix metrics to evaluate the accuracies: Specificity, Sensitivity, Balanced 

Accuracy, Receiver Operating Characteristic (ROC) curve, and Precision Recall (PR).  

Specificity measures the ability to find true negatives, i.e., how accurate the model is in 

predicting non-exporting firms. Sensitivity represents the proportion of true positives correctly 

assigned by the model, i.e., the ability to predict exporters. The arithmetic mean of Specificity 

and Sensitivity gives the Balanced Accuracy. More importantly, the ROC curve, represented in 

Figure 5, evaluates the models' predictive performance at different classification thresholds, 

and it is our primary metric for evaluating the models. Finally, we also report the Precision 

Recall (PR), which evaluates the trade-off between precision and recall while comparing the 

relationship between the True Positive Rate and False Positive Rate. We display the PR for the 

estimated ML models in Figure B1. 

Table 2. Prediction accuracies on the test sample 

 

Note: The table presents the results of the six machine-learning models for the test sample. We train the 

models with 80% of firms from the data set and perform out-of-sample predictions over the remaining 

20% of the firms. The BART-MIA does not drop missing values in the features to generate predictions; 

instead, the model uses these pieces of information, i.e., the missing values, as new predictors. The 

remaining techniques drop missing values when calculating the score probabilities. 

 

     The standard measures reported in Table 2 show that the Neural Network (NN) model 

outperforms the other models with a higher ROC of 0.91. Figure 5 reports the models’ ROC 

curves. The area under the curve (AUC) evaluates the models’ performance. A higher AUC 

means higher accuracy, while a 0.5 AUC, i.e., a diagonal ROC line, means a random prediction. 

     Moreover, the NN balanced accuracy of 0.79 is the highest, with eight percentage points 

(pp) higher than the BART-MIA, the second-highest balanced accuracy. In terms of sensitivity, 

Prediction accuracies 

Method Sensitivity Specificity Balanced 
accuracy 

ROC PR N. obs. 

Logit 0.867 0.536 0.702 0.815 0.765 40 165 

Logit-Lasso 0.862 0.522 0.692 0.813 0.765 40 165 

Random Forest 0.874 0.56 0.717 0.832 0.793 40 165 

BART 0.902 0.619 0.7605 0.892 0.798 40 165 

BART-MIA 0.897 0.615 0.756 0.9 0.798 40 660 

Neural 
Networks 0.962 0.62 0.791 0.922 0.91 40 165 
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i.e., the ability of the models to classify exporters correctly in the predictions, the six machine 

learning methods predict exporter firms with a high accuracy varying from 0.86 to 0.902. The 

NN method still outperforms the other methods, whether considering the sensitivity. Regarding 

specificity, i.e., the ability to predict non-exporters correctly, the NN and BART accuracies are 

very close: 0.62 and 0.615, respectively. 

Figure 4: ROC curves 

 

Note: The graphs report the ROC curve and the area under the curve (AUC) for the 6 machine learning 

techniques used to forecast exporters. 

 

BART and BART-MIA models perform similarly. Their predictions are similar because our 

sample has a small percentage of missing values. According to Micocci and Rungi (2023), 

BART-MIA is better than other ML methods in the presence of many non-random missing 

values. In this case, BART-MIA includes the missingness of each predictor of the observation 

as an additional feature, i.e., another branch in the regression tree. The authors report a 

14.4% higher accuracy when including the missingness of the features as a new predictor, i.e., 

using BART-MIA over BART. The reason is that the sample the authors used to predict 

exporters only includes 23% of observations with complete data (no missing values). In 

addition, this missingness is not random, as the authors report a lack of information on micro 

and small firms due to the nonobligatory financial reports to authorities. 
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5.2 Estimations 

Figure 6 presents the estimated export scores of all non-exporting firms in our sample 

obtained from the NN. We selected all non-exporting firms without any threshold (or additional 

requirement) and estimated their distance to becoming successful exporters. The non-

exporters score distribution is right-skewed, as most scores are on a thick left tail, i.e., have 

a low export score, thus far from successfully entering international markets. 

Figure 5: Distribution of the estimated export scores of the non-exporting firms by the NN 

model. 

 

Note: The plot presents the distribution of the estimated export scores of all non-exporting firms in our 

sample, generated by the model with higher accuracy, NN. The vertical dashed line is the median of the 

predicted scores. 

The scores distribution of non-exporting manufacturers is consistent with the concept 

of heterogeneous firms, as shown in the trade literature. According to the international trade 

theory with heterogeneous firms, a company chooses to sell overseas if it is productive enough 

to cover its fixed cost. This is the most popular in trade literature view and suggests a strong 

self-selection of firms with higher productivity turning to international markets (Roberts and 

Tybout, 1997; Melitz, 2003). 

 

6 Robustness check 

In the results section, when comparing the models' performance for predicting exporters, 

we have followed the traditional rule to split firms in training and testing samples with the 
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standard rule 80-20%, i.e., we used 80% of firms for training and the others 20% for testing 

the six models' predictions. We have defined exporters as firms selling at least 10% of their 

total sales abroad. In this section, we investigate how modifying the definitions of exporters, 

training and test samples, and other relevant terms affects the chosen machine learning 

model’s predictive power. 

Our primary concern regarding the robustness of our results is how sensitive our predictions 

are to changes in the definition of an exporter firm. Therefore, we perform additional 

predictions using the NN with different definitions of an exporter. We will define a firm as an 

exporter based on the following criteria: 

1. Selling at least 5% of its total sales abroad; 

2. Selling at least 15% of its total sales abroad; 

3. Exporting outside the EU market; 

4. Selling to at least three countries; 

5. Selling to at least six countries; 

6. Selling to at least ten countries. 

 

Table C1 (in Annex C) presents the results of changing the exporter definition. Changing 

the exporter definition threshold from 10% to 5% and 15% of total sales abroad did not 

significantly impact the predictions. At 5%, the balanced accuracy is about 0.82, and the 

estimated ROC is 0.9. Increasing the threshold to 15% resulted in a slight improvement in 

precision (balanced accuracy of 0.87 and ROC of 0.95). 

Similarly, changing the definition of an exporter to cases 3 to 6, i.e., considering exporter 

firms that sell outside the EU market, selling to at least three, six, and ten countries, the 

predictions’ accuracies remain high for the four cases. The balanced accuracies vary from about 

0.71 to 0.78. More importantly, all the estimated ROCs are over 0.8, which means that the 

model still predicts with good precision for these alternative definitions of an exporter. 

A second concern is whether the accuracy of the predictions changes regarding firms' size. 

We train and perform out-of-sample predictions for micro, small, medium, and large firms with 

the NN method to address this issue. Results are reported in Table C1. For all firms' 

dimensions, prediction accuracies remain high. The estimated ROCs vary from 0.874 to 0.966, 

increasing with firms' dimensions, i.e., the model has higher accuracy with manufacturers of 

larger dimensions. The model's ability to predict exporters correctly (Sensitivity) for micro 

firms is 0.3, while it increases to 0.96 for large firms.  

On the other hand, the model predicts non-exporters with higher accuracy for micro firms 

than for large firms, 0.98 versus 0.83. These differences in accuracies regarding the firms' size 

may be related to the smaller firms' temporary export behaviour since they are more likely to 
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engage in short trade agreements (Békés and Muraközy, 2012). We investigate this behaviour 

in the next section, exploring whether temporary trade affects the predictions' accuracy. 

A third concern is whether reducing the number of predictors can significantly influence 

our results, specifically if the NN model can have similar results with a smaller subset of 

predictors. This change can decrease computational costs for the estimations and result in a 

simpler model without relinquishing predictive power. In the same way as the original feature 

selection procedure elaborated in the Identification Strategy Section, the least amount of 

features representing the most significant dependency weight to the explainable variable were 

selected to attempt this exercise. Performing our predictions with only a subset of features (16 

features, including controls for Year and firms’ Sector) mildly affected our estimator's overall 

performance. We report the results in Table B2. The reduction of features does not have a high 

effect on predictions since the estimated ROC decreases by about 3%. However, in our 

empirical exercise, we do not have a reason to exclude available features, even with a high 

correlation between them, to estimate the exporting scores. 

Another concern is whether time-variant specific relationships are affecting the general 

model. It can be manifested from the subset of years used for training and testing in the 

machine learning model, consequently affecting predictions' accuracy. In other words, our 

concern is whether forecasting for a new year can significantly change accuracy. Indeed, in a 

real-life scenario, an analyst would have data for a range of past years and want to predict his 

current year based on a model trained on information from past years. To answer this concern, 

we have performed predictions testing the NN model over different years. We present the 

results in Table B4. Accuracies have remained similar to the one achieved on the original 

testing sample. Balanced accuracies are close to 0.8, and ROCs are always above 0.9 over the 

timeline. Therefore, the predictions' accuracy stays mostly the same for different years, i.e., 

performing out-of-sample predictions over different years does not change the NN's accuracy. 

Our fifth concern addresses whether the Neural Network’s high accuracy remains with 

different training and testing samples and was not due to the train-test split used. In order to 

check for this effect, we cross-validated our original sample, repeating the prediction exercise 

four times with random training and testing samples of different sizes each time. Thus, we 

train the model on 90% of the firms and predict the rest, becoming the out-of-sample 

information. We repeat this process twice, and alternatively, we randomly split the training 

and testing samples in 70-30% and 50-50%. Table B5 shows that we obtained similar results 

in all different exercises. 

Finally, to assess the sensitivity of firms' predicted export status to the machine learning 

technique chosen, we calculated the correlations between firms' export status based on each 

of the six machine learning techniques used in our empirical exercise. Results are reported in 

Table 4. As the Spearman's correlations rank presents, the NN approach generates predictions 
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that are weakly correlated to predictions from the other techniques. The Neural Network varies 

its correlation rank with other methods from 0.58 to 0.64, while other techniques' predictions 

perform similarly, varying from 0.757 to 0.947. 

The correlations’ rank between models reveals results similar to Micocci and Rungi (2023), 

who also performed a similar empirical exercise to ours without considering the NN technique. 

The authors found a high correlation of around 0.9 between the predictions from Logit, Lasso, 

BART, and BART-MIA methods. As expected, these results confirm how NN predictions of 

exporters differ significantly from other regression models and regression-tree-based 

techniques, which generate less accurate predictions. 

Table 4. Spearman’s correlations rank of the predicted export status 

  Logit Logit-
Lasso 

Random 
Forest BART BART-MIA Neural 

Networks 

Logit 1      

Logit-Lasso 0.928 1     

Random Forest 0.766 0.757 1    

BART 0.828 0.837 0.854 1   

BART-MIA 0.824 0.828 0.85 0.947 1  

Neural Networks 0.584 0.582 0.625 0.64 0.636 1 

 

Note: The table presents the correlation rank of exporters' out-of-sample predictions to understand how 

connected (unconnected) each technique's prediction is to others. 

 

7 Sensitivity to temporary trade 

In a heterogeneous firm scenario, only the most productive firms sell to international 

markets, while others try to avoid incurring sunk costs. In this way, Békés & Muraközy (2012) 

demonstrate, using Hungarian data, that a substantial proportion of firms have a temporary 

trade behaviour. Following this idea, we do a similar exercise to Micocci and Rungi (2023) to 

understand if our results' precision varies in the presence of temporary exporting activity. One 

of our aims is to predict exporters in the presence of temporary exporters, i.e., when firms 

engage in a short-term export activity. This pattern can happen more frequently for micro and 

small firms, as well as manufacturers of capital goods. However, this behaviour could not be 

random, i.e., it can be associated with some of the firms' characteristics, and then our machine 

learning technique can incorporate this information in its predictions (Békés and Muraközy, 

2012; Micocci, F. and Rungi, 2023). Thus, we perform estimates with the NN model in the 

presence of consistency-dependent trade patterns for five different firm group types: 
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1. Firms that exported in all periods of our sample (constant exporters); 

2. Firms that never exported (non-exporters); 

3. Firms that were non-exporters until some period and then started exporting all periods 

after a period t (switching to exporters); 

4. Firms that were exporters until some period t and then became non-exporters in all 

periods afterward (switching to non-exporters); 

5. Finally, we classify those with irregular export behaviour, i.e., firms that changed 

between exporting and non-exporting more than once as temporary exporters. 

 

Table 5 reports the predictions’ accuracies for each time-relevant exporting group, 

estimated using the NN technique for the five groups. The results show that the original model 

predicts well for constant exporters and non-exporters (representing almost 75% of our 

sample). When predicting exporters in the sample with constant exporters only, the sensitivity 

is 0.855, whereas in the sample with non-exporters, the specificity is 0.984.  

When performing out-of-sample predictions where firms switched to become exporters, 

the estimated ROC is about 0.8. In comparison, for a group of firms that switched to non-

exporters, the estimated ROC is about 0.81. These results are minor compared to predictions 

for the entire test sample with an ROC of 0.94, as reported in Table 3. We observe in Table 5 

that the accuracy of the NN algorithm increases proportionally with the exporting experience 

of the firms in the test sample. In other words, the accuracy is higher (smaller) in a sample 

where firms switched to exporters earlier (later). Similarly, the accuracy is higher (smaller) in 

a sample where the firms turned to non-exporters later (earlier). 

Looking at the last group, the firms that switched to exporters (or to non-exporters) more 

than once, which we call temporary exporters, the NN model’s predictions are poor. The 

estimated ROC is under the acceptable ROC of 0.8. Micocci and Rungi (2023) argue that firms 

with this characteristic, engaging in temporary trade, continue to do so systematically, which 

is consistent with the fewer precision estimates of the NN model. 

In addition, we tested whether our results are sensitive to temporary trade using the 

definition proposed by Bekes and Murakozy (2012), we report the results in Table C6. The 

authors consider exporters to be those that export permanently. To assign a firm as an 

exporter, they take the threshold of 4 consecutive years, i.e., they consider exporter firms 

exporting at least four consecutive years. Temporary exporters are the remaining firms that 

export at least once. Our results show that the NN method is still suitable when predicting with 

this definition of exporter. Sensitivity and Specificity are over 0.7, and, more importantly, the 

estimated ROC is 0.83. 
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Table 5. Prediction accuracy for time-relevant exporting profile 

Firm Category Sensitivity Specificity 

Balanced 

Accuracy ROC PR 

Num. 

Obs. 

Constant Exporters 0.855 - - - - 19323 

Non-Exporters - 0.984 - - - 166782 

Switching to Export 0.611 0.834 0.723 0.802 0.807 11829 

Since t0 0.644 0.802 0.723 0.811 0.946 2588 

Since t1 0.67 0.81 0.74 0.808 0.885 1767 

Since t2 0.612 0.825 0.718 0.805 0.846 1550 

Since t3 0.546 0.864 0.705 0.804 0.783 1063 

Since t4 0.58 0.809 0.695 0.778 0.699 914 

Since t5 0.528 0.877 0.703 0.793 0.66 961 

Since t6 0.535 0.857 0.696 0.792 0.644 634 

Since t7 0.508 0.81 0.66 0.72 0.421 576 

Since t8 0.452 0.862 0.657 0.709 0.382 664 

Since t9 0.294 0.915 0.604 0.736 0.33 548 

Since t10 0.511 0.731 0.621 0.679 0.159 564 

Switching to Non-Export 0.456 0.893 0.674 0.806 0.765 7511 

Since t1 0.223 0.898 0.561 0.692 0.304 2489 

Since t2 0.343 0.898 0.62 0.745 0.579 973 

Since t3 0.477 0.844 0.661 0.788 0.719 531 

Since t4 0.514 0.874 0.694 0.801 0.813 522 

Since t5 0.449 0.855 0.652 0.813 0.829 533 

Since t6 0.541 0.887 0.714 0.855 0.893 560 

Since t7 0.551 0.848 0.7 0.833 0.902 344 

Since t8 0.708 0.83 0.769 0.868 0.944 376 

Since t9 0.616 0.896 0.756 0.89 0.961 510 

Since t10 0.756 0.776 0.766 0.839 0.964 409 

Since t11 0.781 0.727 0.754 0.84 0.98 264 

Temporary Exporters 0.437 0.845 0.641 0.736 0.637 42780 

Export Experience: 1 year 0.166 0.911 0.538 0.66 0.188 10597 

Export Experience: 2 years 0.283 0.85 0.566 0.671 0.338 6819 

Export Experience: 3 years 0.309 0.833 0.571 0.671 0.45 5218 

Export Experience: 4 years 0.388 0.789 0.589 0.68 0.555 3748 

Export Experience: 5 years 0.459 0.738 0.598 0.669 0.637 3284 

Export Experience: 6 years 0.506 0.692 0.599 0.678 0.712 2940 

Export Experience: 7 years 0.573 0.664 0.619 0.681 0.769 2705 

Export Experience: 8 years 0.624 0.639 0.632 0.698 0.835 2401 

Export Experience: 9 years 0.683 0.535 0.609 0.675 0.88 2119 

Export Experience: 10 years 0.758 0.479 0.619 0.684 0.929 2037 

Export Experience: 11 years 0.785 0.487 0.636 0.695 0.96 912 

All sample 0.54 0.74 0.614 0.614 0.441 248225 
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Note: The table presents the NN’s prediction accuracies for firms with different export characteristics in 

the testing sample. The NN model is trained according to Section 5 (Results). Exporting scores are 

estimated for each characteristic in the table: firms having always exported, never exported, switched to 

exporters, non-exporters, and temporary exporters.  

 

These results are similar to Micocci and Rungi (2023), who also performed a comparable 

empirical exercise. Our predictions suggest that firms with a gap in export activity, i.e., 

discontinuity to exporting, bring less precision to the considered algorithms. However, 

considering the NN method, the estimated ROCs are still over the acceptable threshold of 0.8. 

 

8 Interpreting predictors 
In previous chapters, we have demonstrated how the Neural Network technique consistently 

maintained its high accuracy levels despite changes in definitions, features, sampling and other 

levels of robustness. However, these validation steps did not emphasize the explainability 

behind the model's predictions and what additional knowledge it brings to the policy discussion 

for each feature it includes. In this chapter, we will focus on understanding the main features 

impacting the model's performance and how each feature affects the model individually and at 

an observational level. We use the Shapley values (SHAP) discussed in Subsection 4.3 to 

understand the importance of the main variables of the model on the estimated exporting 

scores. Once again, it is essential to highlight that it is not possible to access casual effects 

through the SHAP. However, we can understand the importance of the variables in the 

predictions and how they relate to the outcome. 

For the robustness check, we predict the exporting scores with a subset of variables, and 

the results reported in Table C3 are similar to the full set of variables. In this exercise, the 

estimated ROC is only 3% lower. Thus, in the present section, we focus on investigating the 

importance of these variables on the output. The variables in the subset are Average Salary, 

Capital intensity, European Union Imports (Community imports), Extra-community imports, 

Labour productivity and Return on assets. Moreover, we always control for the Year and firms' 

size and sector (2-digit code by NACE Rev. 2).  

Therefore, we report in Figure 6 how each feature of the NN model affects the exporting 

scores, considering the absolute SHAP, i.e., without accounting if the effect of each variable is 

positive or negative on the predictions. Labour productivity is the most relevant feature for 

estimating exporting scores, i.e., predicting the distance needed to become a successful 

exporter. The second and third most important variables are the firms' imports from the 

European Union and the extra-European Union imports. Interestingly, from the correlation 

matrix (Figure 2) these variables related to the imports are not correlated with the other 

predictors. Capital Intensity and Average Salary are the fourth and fifth most important 
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variables, and they have similar weights in the predictions. The ratio Return on Assets shows 

weights near zero on the predictions. 

 

     Figure 6. SHAP Bar Plot 

 

Note: The plot summarizes the individual contribution, in absolute values, from each feature to the mean 

SHAP value, meaning each feature’s average contribution to a firm’s probability to export. The variables 

are in standardized values, and controls for size, sector and year are omitted. 

    In Figure 7, we report how each variable affected the estimated exporting scores, i.e., 

positively or negatively. The Y-axis denotes the variables, and the X-axis indicates the mean 

Shap value. Each observation is represented in dots (firm-year). The higher the observation 

contribution to the features that stand for a positive (negative) contribution of each value to 

place them inside (outside) of the category (positive or negative weight), and the colours 

indicate the influence with a high (red) or low (blue) value. 

Figure 7. Relevance of the variables considering individual contributions 

 

Note: Features are ordered in the Y-axis by importance from top to bottom. The X-axis denotes the SHAP 

value, indicating the degree of change in log odds. The chromatic spectrum of each point signifies the 

associated feature value, wherein red denotes high values and blue signifies lower values. Each observation 



  
  

25 
 

is represented by a point, and the values are standardized, and controls for size, sector and year are 

omitted. 

    Labour Productivity, the variable with higher relevance on the estimated exporting scores, 

has a high dispersion of individual values, where the blue values represent a negative SHAP 

and the red ones a positive SHAP. Thus, lower labour productivity has a negative contribution, 

i.e., less probability of becoming an exporter. On the other hand, firms with higher labour 

productivity are also more likely to export. This result goes the same way as the trade 

international literature, where firms avoid sunk costs and only the most productive firms 

propose on international markets (Roberts and Tybout, 1997; Melitz, 2003). 

    Considering the firms’ imports, firms with low values for Community and Extra-community 

imports appear less likely to export. Symmetrically, firms with high import values seem more 

likely to export. Indeed, it is expected that firms already in international markets, i.e., buying 

products and services overseas, are more likely to sell abroad. Indeed, firms buying 

intermediary products and services abroad may acquire cheaper or higher-quality products 

and services, which characterizes them as more productive and more likely to become 

successful exporters.  

    Firms with higher average salaries have higher SHAP, i.e., higher exporting scores. 

Symmetrically, the blue dots are massively on the negative SHAP side, which means that firms 

with lower average salaries have a lower probability of export. The SHAP of the capital intensity 

is ambiguous. There are high values of capital intensity on both sides, negative and positive. 

However, while the lower values are concentrated around zero, most higher values (red dots) 

are on the positive side. From these results, we can conclude that firms with higher capital 

intensity are more likely to sell abroad. 
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     Figure 8. SHAP Dependences 

(a)                                                                    (b) 

 

(c)                                                                   (d) 

 

(e)                                                                   (f) 

 

Note: The figure shows the relationship between changes in the control variables and the SHAP, i.e., its 

probability of becoming an exporter. Interaction relationships are also revealed by a third variable level, 
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distinguished from blue (lowest) to red (highest) values. In each row, colours means the same. The values 

are standardized. 

 

    Figure 8 presents the direct relationship between the predictors from this empirical exercise 

and the SHAP, i.e., how different values of the predictors are associated with the firm's export 

probability. For example, in Plot (a), we present the relationship between SHAP and the 

Average Salary, and the blue (red) colour represents low (high) Labour Productivity values. A 

positive relationship exists between Salary and the SHAP, i.e., high salary values are 

associated with a high probability of becoming an exporter, as reported in the trade literature 

(Melitz, 2003). Moreover, the manufacturers with higher salaries also have, on average, higher 

levels of labour productivity (red); symmetrically, the ones with lower salaries have lower 

labour productivity (blue). 

    Plot (b) in Figure 8, split the manufacturers into four groups based on their sizes: micro, 

small, medium, and large5. As expected, the manufacturers' size positively relates to the 

SHAP, i.e., larger firms are more likely to export. Moreover, firms with high levels of labour 

productivity (red colour) have higher SHAP values, especially for the groups medium and large. 

The Plot (c) is similar to (a). It shows the same positive relationship between the SHAP and 

the average Salary paid by the firms, but in (c), the colours mean the Capital intensity level. 

It shows that manufacturers with higher capital intensity have higher SHAP, i.e., when 

controlling for the Salary, firms with high Capital intensity are more likely to sell abroad. 

    Plots (d) and (e) present a strong positive relationship between the SHAP and Labour 

productivity. As reported in Figure 8, manufacturers with high Labour productivity are more 

likely to be present in international markets. Additionally, when controlling for Labour 

productivity, firms with high Capital intensity levels have, in general, higher export scores (Plot 

(d)). Similarly, firms with higher Salaries have higher SHAP values when controlling for Labour 

productivity, i.e., when controlling for Labour productivity, firms with higher salaries are more 

likely to be present in international markets (Plot (e)). Finally, Plot (c) presents the relationship 

between Capital intensity and SHAP. Identifying a clear relationship between Capital intensity 

and SHAP through the Plot is difficult. However, it is clear that when controlling for Capital 

intensity, firms with higher salaries have higher SHAP, i.e., are more likely to be exporting. 

 

9 Interpreting predictions 

 

One of our empirical exercise' aims is to predict how far the firms are to become successful 

exporters. Figure 3 presents the export scores distribution of the Portuguese non-export 

 
5 We define the firm's size according to the European Commission definition. 
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manufacturers according to the chosen NN model. Based on each firm's estimated probability 

to export, we obtain a simple distance-to-export measure for manufacturers as follows: 

                   𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖 = 1 − Pr(𝑌𝑌𝑖𝑖 = 1 |𝑿𝑿𝑖𝑖),                  (4) 

where 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑖𝑖 is the ith’s firm probability of exporting, thus bounded in (0,1). 𝑌𝑌𝑖𝑖 is a binary 

variable assuming 1 when the firm is an exporter and 0 otherwise. 𝑿𝑿𝑖𝑖  is the matrix of 

covariates. 

     Our estimated export scores are a continuous indicator that can be useful for policymakers, 

export promotion agencies or credit institutions in different ways. Policymakers can identify 

the regions and sectors with higher potential for internationalization, i.e., where firms can 

propose into foreign markets more likely. In Appendix B, we report the distribution of the 

export scores by industry (2 digit-code by NACE Rev. 2). The industries have, in general, 

similar thick left distributions, i.e., the firms are located in the left-thick distribution, thus far 

to propose successfully on international markets. However, some sectors, like 'Food products,' 

have an even thicker left tail, i.e., the firms are farther from becoming exporters than the 

other sectors. On the other hand, some industries have a closer distance to selling in 

international markets, like the Furniture sector. 

     With the exporting scores, Export Promotion Agencies can also approach firms with high 

potential to become exporters, i.e., closer to our benchmark of 1, and help them sell abroad. 

In the same way, firms request grants from credit institutions to cover part or all costs of 

proposing on foreign markets. Our indicator can help intermediary institutions reduce their 

risk, consequently reducing firms' cost of credit. 

9.1. Exporting scores and grants for exporting 

     Proposing on overseas markets requires a significant amount of fixed costs. In order to 

cover at least part of these costs, firms usually need resources from financial institutions. 

However, if imperfections in the financial market exist, firms may lose export opportunities, 

i.e., exporting at a lower level than their natural capacity (Manova, 2012). At the aggregated 

level, the economy is losing trade opportunities that could lead to economic growth once 

exporting firms pay higher wages, taxes and generate further investments (Melitz, 2003). 

     With this lack of information, i.e., asymmetric information in the financial market, 

governments have implemented several strategies for providing grants to more productive 

firms in order to propose on international markets (see, for example, Comi and Resmini (2020) 

and Srhoj and Walde (2020)). 
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     Similarly to Micocci and Rungi (2023)6, we estimate, from the exporting scores, the level 

of asset resources a firm should have as collateral to propose to international markets. By 

classifying non-exporting firms into different risk categories, each risk category is categorized 

in scoring deciles, i.e., the first risk group includes firms with scores in the range of 0-0.9, the 

second risk group into 0.1-0.19. The first group will thus have a higher risk, i.e., it has a higher 

distance to the export market (Equation 4). This higher risk means that these firms operate 

with a lower level of capital than other groups.4 

     Having each risk group generated from estimated exporting scores in Figure 5, we can 

estimate the following simple model: 

                    log(𝑦𝑦𝑖𝑖𝑖𝑖) =  ∅0 +  ∑ ∅𝑗𝑗𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑗𝑗10
𝑗𝑗=2 + 𝛼𝛼1𝑋𝑋𝑖𝑖𝑖𝑖 + 𝛾𝛾𝑡𝑡 + 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖 + 𝑣𝑣𝑖𝑖𝑖𝑖,                          (5) 

where 𝑦𝑦𝑖𝑖𝑖𝑖 is the fixed assets of firm i in time t, 𝑋𝑋𝑖𝑖𝑖𝑖 is control for the firms’ size. 𝛾𝛾𝑡𝑡 is time-

control, 𝛿𝛿𝑖𝑖𝑖𝑖𝑖𝑖 is industry’s control and 𝑣𝑣𝑖𝑖𝑖𝑖 represents both the invariant and the time-varying 

error terms.  

     The parameters of interest of Equation 5 are ∅𝑗𝑗 (with j = 2,…,10), associated with the 

indicator variable 𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑗𝑗 created from the estimated exporting score, displayed in Figure 5. The 

first risk group (with scores from 0 to 0.09) is omitted, i.e., it is the reference group and 

represented by the parameter ∅0. Thus, these coefficients will represent the amount of asset 

resources each firm should need to operate when compared to the first risk group. As expected, 

the estimated coefficients are higher than zero, meaning the groups with lower risk, i.e., with 

lower distance to export, should, on average, be operating with a higher asset volume. 

Estimated coefficients are reported with a 99% confidence interval in Figure 9 and in C7. 

 

 

 

 

 

 

 

 
6 The authors call this exercise “back-to-envelope estimates” because of its simplicity. They use the logs 
of total assets and cash available as dependent variables. Since we do not have the total cash, we 
replicate the exercise with the total assets as the outcome. 
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Figure 9: Estimated risk coefficients 

 

Note: The figure reports the estimated risks’ coefficients from the simple linear regression in Equation 5, 

where the dependent variable is Total assets. We control for the firms’ size, sector, and year. The errors 

are clustered at the firm level. 

Analysing the estimated parameters of the binary variables indicating the risk groups, 

we can see that the first group operates with approximately 𝑒𝑒𝑒𝑒𝑒𝑒�∅�0� = 𝑒𝑒𝑒𝑒𝑒𝑒(11.32)  ≈ 82,454 euros 

of fixed capital resources. The second group operates with 𝑒𝑒𝑒𝑒𝑒𝑒�∅�0 + ∅�1� = 𝑒𝑒𝑒𝑒𝑒𝑒(11.32 + 0.414)  ≈

124,555 euros of fixed assets. The third group is not significantly different from zero, and the 

4th, 5th, 6th, and 7th groups seem similar. The 4th group operates with 𝑒𝑒𝑒𝑒𝑒𝑒�∅�0 + ∅�4� =

𝑒𝑒𝑒𝑒𝑒𝑒(11.32 + 0.587)  ≈ 148,079, and the 7th group operates with 𝑒𝑒𝑒𝑒𝑒𝑒�∅�0 + ∅�7�  ≈ 168,704 euros of 

fixed assets. Therefore, the Portuguese firms with the highest risk need twice more asset 

resources to look similar to the medium risk level, i.e., to the 4th-7th groups. 

Finally, the most significant differences start after the 8th group. The firms closer to 

propose on international markets successfully operate with much more level of asset 

resources. The 8th group operates with 𝑒𝑒𝑒𝑒𝑒𝑒(11.32 + 1.465)  ≈ 356,468, and the group with lower 

risk, i.e., lower distance to export, operates with 𝑒𝑒𝑒𝑒𝑒𝑒(11.32 + 2.7)  ≈ 1,231,323 euros of fixed 

assets, respectively. The firms in the medium level of risk, i.e., in groups from 4 to 7, operate 

with 7.3x less fixed capital resources compared with the lowest risk group. 
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11 Conclusions 

 

    In the present paper, we aim to predict how far Portuguese manufacturers are in accessing 

international markets successfully. For this, we perform predictions with six machine learning 

models and choose the neural networks method, having higher accuracy in predicting 

exporters. Our intuition is that there are non-trivial relations between firms' characteristics 

and their exporting status, and the ML models can identify these relations to predict accurately. 

Moreover, we aim to understand which variables are more important to the predictions and 

how these variables are related to the output, i.e., the probability of the Portuguese 

manufacturers exporting successfully. 

    The predictions of the NN model outperform the other ML models. In addition, we perform 

an exhaustive battery of robustness tests on the NN model, where we change the definition of 

the exporter and different training samples and strategies. Even so, the NN still maintains high 

predictive power across the tests. Interestingly, despite the excellent performance of all the 

ML models performing predictions out-of-sample, the predictions generated from the NN model 

are substantially different from the other ML techniques. 

    To understand which features are more relevant to predict exporters and investigate how 

they are related to the outcome, i.e., the probability of exporting, we apply the SelectKBest 

and SHAP libraries. Thus, when controlling for the manufacturers' size and sectors, the 

essential variables for prediction are Labour productivity, Imports from EU markets 

and outside the EU, Capital intensity, and Average salary. High values of Labour productivity 

are highly associated with a high probability of selling in international markets. Similarly, high 

values of imports, capital intensity, and average salary are linked to a high probability of 

exporting. 

    In addition, discuss through a simple linear model that the firms that are more distant to 

export, i.e., those with lower exporting scores, operate with lower fixed asset levels. On 

average, the group with a 10% lower probability of exporting operates with about 82,454 

euros. In contrast, on average, the manufacturers in the comfort zone, i.e., the 10% with a 

higher probability of exporting, operate with 1.2 million euros. 

Our results can be helpful for institutions that promote export grants, trade promotion 

programs, and trade promotion agencies in targeting manufacturers. These institutions can 

more effectively target manufacturers in their programs (or grants), thus reducing costs and 

applying resources more effectively. 

    One area for improvement of our empirical exercise is the impossibility of measuring causal 

effects, i.e., how the variables we use as controls can affect the probability of firms selling 

overseas successfully. Future work could investigate the impact of the Portuguese 

manufacturers' characteristics on the probability of them selling in international markets 

consistently.  
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Appendix A: Data  

Table A1: List of predictors  

Variable Description 

Gross Value Added 
(GVA)  

Good Sales PRT  

Total Assets  

Service Sales PRT  

Net Profit  

Employees  

Total Equity  

Remuneration Costs  

Capital Intensity Total Assets / Nr of 
Employees 

Labour Productivity GVA / Nr of 
Employees 

Income and Gains  

Services Purchased 
PRT  

Total Purchases  

Extra-EU Imports Purchases of 
intermediary goods 
of services outside 

EU / Total Purchases 

EU Imports Purchases of 
intermediary goods 

of services in EU 
markets / Total 

Purchases 

Average Salary Total Costs with Staff 
/ Nr of Employees 

Return on Assets Net Profit / Total 
Assets 

 

Note: Variables from our data set, IES and INE sources. We combine the data sources with the unique 

firm's code identifier. *The total number of products exported is calculated through the Harmonised 

System (HS) codes. 
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Appendix B: Figures 

Figure B1: Out-of sample goodness of fit – Precision-Recall 

(a) Logit    (b) Logit-Lasso 

 

(c) Random Forest    (d) BART 

 

(e) BART-MIA    (f) Neural Networks 
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Nota: The graphs report the Precision-Recall curve and the area under the curve (AUC) of the 6 machine 
learning techniques used to forecast exporters. The colours indicate the best threshold for defining a firm 
as exporter. 

 

Figura B2: Scores distributions according to firms’ sector 
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Appendix C: Tables 

 

Table C1: Predictions with different definitions of exporter  

              

Definition of an 

Exporter 

Sensitivity Specificity Balanced 

Accuracy 

ROC PR N. Obs 

Selling at least 5% of 

its total sales abroad 
0.895 0.741 0.818 0.901 0.924 40,165  

Selling at least 15% of 

its total sales abroad 
0.897 0.848 0.873 0.946 0.942 40,165  

Exporting outside the 

EU market 
0.496 0.942 0.719 0.865 0.730 40,165  

Exporting to at least 3 

markets 
0.738 0.823 0.781 0.861 0.870 40,165  

Exporting to at least 6 

markets 
0.589 0.914 0.752 0.868 0.776 40,165  

Exporting to at least 

10 markets 
0.464 0.960 0.712 0.884 0.698 40,165  

 

Note: Similar to the Results section, where we define an exporter as a firm exporting at least 10% of its 

sales, here we explore different definitions of an exporting firm. We train and test the Neural Network 

(NN) model out-of-sample using six different exporter definitions to assess how these definitions affect 

prediction accuracy. 
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Table C2: Prediction accuracies according to the firms’ sizes 

              

Firms' 

size 

Sensitivity Specificity Banlanced 

Accuracy 

ROC PR N. Obs 

Micro 0.3038 0.9832 0.6435 0.8738 0.4959 164396 

Small 0.6469 0.9236 0.7852 0.9102 0.7641 51087 

Medium 0.9296 0.8613 0.8765 0.9129 0.9261 33517 

Large 0.9643 0.8249 0.8946 0.9659 0.9822 5279 

Note: We split the firms into four groups according to their sizes and performed predictions for these 

groups and perform predictions with the chosen NN model. We define the firms’ sizes according to the 

European Commission. 

Table C3: Forecast accuracy with a subset of variables 

            

Sensitivity Specificity Balanced 
Accuracy ROC PR N. Obs 

0.654 0.958 0.806 0.910 0.814 40 165 

Note: We perform predictions with the chosen NN model with a subset of variables to investigate 

whether prediction accuracies change 
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Table C4: Prediction accuracies for different years 

              

Year Sensitivity Specificity Balanced 
Accuracy 

ROC PR N. Obs 

2010 0.684 0.937 0.811 0.918 0.792       
15,154  

2011 0.561 0.955 0.758 0.901 0.779       
15,257  

2012 0.652 0.942 0.797 0.913 0.799       
15,541  

2013 0.643 0.945 0.794 0.913 0.807       
15,838  

2014 0.558 0.955 0.757 0.879 0.778       
15,864  

2015 0.725 0.912 0.818 0.905 0.805       
16,711  

2016 0.657 0.942 0.799 0.918 0.818       
16,961  

2017 0.674 0.943 0.808 0.924 0.823       
17,566  

2018 0.664 0.969 0.816 0.941 0.799       
29,952  

2019 0.681 0.973 0.827 0.951 0.808       
34,740  

2020 0.696 0.970 0.833 0.940 0.785       
33,779  

2021 0.626 0.981 0.803 0.940 0.795       
20,862  

 

Note: We perform predictions separately for each year of our sample to investigate whether the 
accuracy of our initial prediction changes over time. 
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Table C5: Prediction accuracies with different samples: Cross-validation 

Cross-validation Sensitivity Specificity Balanced 

Accuracy 

ROC PR N. Obs 

Training on 90% and 

testing on 10%, Take 1 
0.649 0.956 0.803 0.922 0.778 

    

24,823  

Training on 90% and 

testing on 10%, Take 2 
0.660 0.953 0.807 0.923 0.783 

    

24,823  

Training on 70% and 

testing on 30% 
0.658 0.955 0.806 0.932 0.791 

    

74,468  

Training on 50% and 

testing on 50% 
0.665 0.949 0.807 0.920 0.778 

   

124,113  

Note: We change the sizes of the training and testing samples and, simultaneously, the firms in the 

training and testing samples to investigate whether the high accuracy of the NN technique remains. 

 

 

Table C6: Prediction accuracies with Békés and Muraközy (2012)’s classification of exporter. 

Exporter 

Class 

Sensitivity Specificity Balanced 

Accuracy 

ROC PR N. Obs 

Permanent 

Exporters 
0.751 0.736 0.743 0.831 0.956 42,005  

Temporary 

Exporters 
0.329 0.867 0.598 0.698 0.459 39,438  

Non-

Exporters 
- 0.984 - - 0.5 166,782  

Note: The table reports prediction accuracies for the NN model with firm’s classification according to 

Békés and Muraközy (2012): i) permanent exporters are firms that export at least four consecutive 

years; ii) temporary exporters are remaining firms that export at least once; iii) non-exporters are firms 

that never export. 
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Table C7: Back-to-envelope estimates 

Variables Coeficients 

Intercept 11.3188*** 

(0.0566) 

risk 2 0.4137*** 

(0.0392) 

risk 3 -0.1028* 

(0.0556) 

risk 4 0.5867*** 

(0.0415) 

risk 5 0.8814*** 

(0.0436) 

risk 6 0.6775*** 

(0.0458) 

risk 7 0.7171*** 

(0.0471) 

risk 8 1.4652*** 

(0.0483) 

risk 9 2.16*** 

(0.0495) 

risk 10 2.7048*** 

(0.0516) 

Adj R2 0.41 

Observations 202,268 

Note: The table reports the linear regression coefficients according to the firms’ risk categories. The 

outcome variable is the natural logarithm of the total of assets. We control for the firm’s sector and year 

and the standard errors are clustered at the firm level. 
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Appendix D: Availability of commands 

 

This link redirects to the github repository where all Python and R codes developed in this 

empirical exercise have used. 

  

https://github.com/paulofbarbosa5/distance-to-export-estimations
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